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THEME

The importance of understanding radio %%ave propagation increases as radar and .ommunication sytems become morz
complex, i.e. digital systems, frequeric adaptive systems, spread spectrum systems, etc. Increasingly wider frequency
bandvidths are used in modem milithr sstems. for telecommunication applications to inrkease the rate or the safety of the
transmissions; for radar or navigation, to more precise location or target definition.

In contrast xith traditional systems, signal processing for modern systems can be realized in software, employing digital
signal processing chips to perform the r_quired modulation and demodulation proceses. The recent development of such
signal processc-% is radical' .Ihanging the engineering approach to designing communications equipment. The flexibility
offered by softvdle implementations makes them ideal vehicles to realize and optimize newv approaches, but these
realizations can only be achieed by the communications engineer if those conducting piopagation research kezep pace with
the increasingly more detailed knowledge needed to specify/quantify the channel characteristics.

Advanced realizations for tactical communications in modern armies, as they are operational or in introduction, now
include digital transmission, voice and data capability and ECM resistant systems. Various techniques such as coding
encryption, spread spectrum, are needed to enhance security of communications and to improve resistance to jamming. The
adaptability to the vary ing channel conditions, such as mobile radio conmunications or real time channel evaluation,
requires a better kno%% ledge of the propagation medium; particularly in respect of ECM resistance methods, and the use of
sophisticated methodologies, such as ,omputer or microprocessor technologies, is needed. Microprocessor technology is
changing the vay systems operate and the requirements for radio operators to control and operate the systems.

Therefore it is appropriate to examine the state of the art in development of present-day radio communication systems,
to examine the r6le and the need for radio propagation research, to assess the effects of propagation on existing military
systems; and to propose how new systems can be improved to meet operational requirements.

L'importance d'une bonne compr6hension de la propagation des ondes radio 6lectriques augmente ii mesure que les
syst~mes radar et de communication deviennent plus complexes, a savoir les syst~mes numdriques, les systimes i adaptation
de fr~quence, les syst~mes Zi spectre 6a6, etc. Des largeurs de bande de frdquence sans cesse plus grandes sont utilisees dans
les systbmes militaires modernes. pour des applications aux t06communications, pour accroitre la vitesse ou la sfirete des
transmissions: pour les radars ou la navigation pour une localisation ou une d6finition plus prdcise des cibles.

Contrairement aux s)st~mes traditionnels, le traittment des signaux destin6s aux syst mes modernes peut 6tre realise
dans Ic logiciel, en utilisant des microplaquettes de traitement des signaux num~riques pour effectuer les processus de
modulation et de demodulation n6cessaires. Le rdcent ddveloppment de tels processeurs de signaux est en train de modifier
radicalement 'approche technique de la conception des 6quipements de .ommunications. La souplesse offerte par les
diffdrentes utilisations des logiciels en fait de ,6hicules iddaux pour rdaliser et optimiser de nouvelles approches. Mais ces
r6alisations ne peuvent tre mendes , bien par l'ingdnieur sp6cialiste des communications que si ceux qui sont charges de la
recherche sur la propagation progressent au mnic rythme que I'acquisition des connaissances sans cesse plus detailees (Jli
sont ncessaires pour sp6cifier ou quantifier les caract6ristiques des voies de transmission.

Les r6alisations avances en mati-rn de communications tactiques dans les armies modernes, qu'elles soient
op6rationnelles ou en cours de inise en service, comprennent la transmission de signaux numdriques, la capacite de
transmission de signaux vocaux et de donndes et les syst mes r6sistant aux contre-mesuies lectroniques. Diverses
techniques, telles que le chiffrcment par code, le spectre dispersd, sont necessaires pour augmenter la sdcurnt6 des
communications et pour amndliorer la rdsistance au brouillage. La capacit6 d'adaptation aux conditions changeantes des voies
de transmission, telles que les communications idio mobiles ou l'evaluation des voies de transmission en temps reel
ndcessite une meillcur connaissance du milieu dans lequel se propagent les ondes radio-lecotriques, en particulier en cc quti
concerne les mthodes dc r6sistance aux contre-mnesures lcctroniques, et l'utilisation de mithodologies sophs.tiquees telle.
que celles des ordinateurs ct des micro-processeurs est n6icessaire. La technologie des micropro.esseurs est en train de
modifier la faion dont fonctionnent les syst~mes ainsi que les besoins en op&ateurs radio pour exploiter et mettre en wuvre
les syst~mes.

C'est pourquoi il convient de faire le point des connaissances actuelles en matiere de developpement de systemes de
radiocommunication modernes, dc se faire une opinion sur le r6le et la ncessit6 de la recherche sur la propagation des
ondes radio-6ectriques, d'6Valuer les effets de cette propagation sur les ,ystimes militaires existants et de proposer de
nouveaux syst~mes amdlior6s pour rdpondre aux exigences opdrationnelles.
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AVANT-PROPOS

Les syst~m-.-s modcrnes de communiication et de detetion bt~n~ficient des a,, ances technologiques en mdtierc de
trali-mcnt du signal et des thivries puibsantcb peuvent dEsurmalis tre appliqu&s pour accruitre I'effidatl! des systemes.
Dans Ics reChtrehS attUeles, Jkus sont utilis-us pour obtenir uric cara-terisatiun plus preCiSt. des canatux et claburcr des
methuo plUb LvimplLXCS mais plus puissantes, d, b.Nst~meb qui, de's trditements analogiques, b sufentefli plus ifawiflaft verb
les syst~mes numeriques.

De nou% elles mnthodes, tcdles que le traitement num~rique dui signal, les m~thodes adaptatives, 1*eidlement despeetre, Lc
wodage.... -onduisent i utiliser des bandes de fr~qucnce sans cesse croissantes en v ue d'accroitre la s~iretf; et Ia V itesse des

communications, la precision de localisation dans les syst~mes radar ou en radiolocalisation.

Les op6rations qui doi-vent 6tre effectu~cs dans le traitement du signal, pour mettre en ocui re de teles m~thudes, sunt,
&wsrindis, cxIcatabl,.s par des umposants sp~ialis~s rapides, les processeurs de signal, et les, systtemes programmables, des
MiLropro~cesseurs aux ordinateurs.si bien que les aproches techiniques et la wonception des &iuipements s'en trouvent
modifl6es.

Uobjectif final de ces techniques est ['adaption optimale des syst~mes au milieu de propagation qui impose ses
caract~ristiques.

Dans, les communications ou les syst~mes de d6tection militaires, cette adaption est primordiale comptc tenu
notamnment, des contraintes particuli~res imposdes par l'environnement et des exigences dem. .iddes.

Cette adaption repose d'abord ,ir une bonne connaissance des canaux de propagation dont la diversit6 des
caraot Jstiqucscst due, a Ia foisw~x gamines dc fri~quences utilis~es.a N 'tendue spectrale des slgnaux, a U'en~ironnement -
urbain, rural ou battlefield - aux conditions climatiques et, pour ]a haute atmospli~re, Ai l'activit6 solaire.

L'objectif de ce s. mposium a 6t6~ de ri~unir les, meilleurs sp~cialistes de ces domaines pour faire le po~nt sur 1'etat de [art
en ce qui concernec Ia twonnaissance des milieux de propagation, la caract~risation des canaux de transmission, plus
sp6cialemcnt ceux .:is&s en large bande, et les solutions apport~es dans les, syst~mes modernes.

Ces suicts ont &6ti couverts par quatre sc-ssions qui ont r6uni une quarantaine de communications. La premi~re a t
wonsacr&~ A Ia catact~risation des canaux, Ia seconde crux noumelles appruches dans la concecption des systenies, la troislerne
aux performances des syst~mcs mudernes et enfin, uric session classifi&, a 6t6~ consacr~e aux suiets plus particuliers.

Cette 6dition reproduit les texte-s des conferences. donn~es par chaquc auteur et des discussions qui les ont
accompagn~eb. Chatque president de session pr6sente un somm-aire des tliemes abord~s. Une table ronde, o6i chaque
prt~sident de session a fait une synthise des questions d~battucs et des perspec-tives qui sont appdrues, a donne lieu a utine
large dicussion.

JTai beaucoup de plaisir a remercicr les presidents de sessions et le-s membres du coinitt' technique. pour ['important
travail qu'ils ont accompli.

je 'wudrais plus partic-ulKrment remercici I'adiinistrateur de l'EPP et son secretaire pour ['aide prcleuse (u'ils ont
apport&c a~ant, pendant et apris Ia rt~uniun de,- ,) smposium,aii~f5 Lim, Ic d16gu national fran~ais, k cu0ordonnaicur loc.al 'i
son 6quipe pour l'excellente organisation de cette r~union ii Paris.

Comment pourraisjec nfin oublier le docteur J.Belrose, copr~sidcnt ct co~liieur die 4cS)lflpoSiUnl pour sun ac-tion, tful,
dans un travail commun, a contribu6 5 la bonne r~ussiie de cette manifestation.

C.Goutclard
Co-6diteur.
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PkEFACE

Today's commuications and detection systems feature sophisticated signal processing techniques, and advanced
theories can now b e t~lliedin orderto improve system efficiency trntTresearchiworkthese theories are used to
achieve more accurate channel characteriation and to producemore complex and more powerful system methods, which are
tending now away from analog processing towards digital systems.

New methods, such as digital signal processing, matching methods, spread spectrum and tcncoding are leading to the use
of an increasing number of frequency bands ih order to improve the security and speed of commumcations and tc, enhance
location accuracy in radar and radiolocation systems.

The signal processing operations required'in order to use such systems can now be carried out by dedicated high-speed
components, signal process6rs and programmable systems, from microprocessores to computers, and this has modified
equipment design and the technical approaches adopted. "%

<The final aim of these techniques is to achieve optimum matching of systems to the propagation environment, which
imposes its own characteristics. -,

In military communications or detection systems, this matching is vital, given in particular the constraints imposed by
the environment and the operational requirements.

SSuccessful matching depends primarily on a thorough know ledge of the propagation channels, the diversity of whose
characteristics is explained by both the frequdncy ranges tised, the spectral spread of the signals, the environment - urban or
battlefield - the climatic conditions, and, in the upper atmosphere, solar activity.

The object ef this Symposium was to bring togetherhe foremost specialistsin-theme-fielk in order to provide a state ofthe art overview of propagation environments, the characierisation uf traismission channels, and in particular broadband
transmission channels, and of the solutions offered by today's systems. .. 7 o-0 sS ,, ,7T. ,., 4, l , ,.. I.t -These subjects were covered in four sessions, representing a total of 40 papers. The opening session was devoted to
channel choracterisation, the second session to new approaches to system design, the third to system performance and the 4
final, classified session to subjects of more specific interest.

This edition presents the full text of the papers given by each author and the discussions which ensued. Each session
chairman provides a summary of the topics discussed. The final round table session, in which each session chairman reviewed
the topics discussed and the answers which emerged, led to a broad-ranging discussion.

I have much pleasure in thanking the session chairmen and the members of the technical committee for the important
work which they accomplished during the symposium.

In particular, I should like to thank the EPP Executive and his secretary for their precious help, both prior to, at the timeof, and following this symposium, as well as the French National Delegate and the local Coordinator and his team for the
excellent organisation of this meeting in Paris.

Finally, how could I forget Dr J Belrose, co-chairman and co-editor of this symposium, whose efforts combined to ensure the
success of the meeting.

C.Goutelard
Co-editor
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An Overview of Canadian Radio
Propagation/Communications Technologies Research

J.S. Belrose, R. Bultitude, D. Clark,
R.W. Jenkins, W. Lauber, G. Nourry,

N.M. Serinken, and G. Venier
Communications Research Centre
Ottawa, Ontario, Canada K2H 8S2

The Communications Research Centre (CRC) has and is carrying out research in radio propagation
and radio communications technologies in areas relevant to the theme of this meeting. This paper briefly
overviews some of this research. The overview will begin with a brief tutorial on the characteristics of
fading channels. Topics to be addressed include characterization and simulation of the channel (HF and
land mobile channels), simulation of the HF spread spectrum channel, broad band adaptive antennas; and
coding and packet switching technologies (particularly for the HF channel). The subject of
microprocessors and radio will be briefly mentioned. While the review is concerned with Canadian (CRC)
research, since a number of topics areas will be addressed, some of which will disserted by others during
the course of this meeting, this paper is in effect a sort of subject introduction.

1. Characterization of Fading Dispersive Channels

1.1 Mathematical Representation of Fading Channels
1.2 Classification of Fading Channels
1.3 Propagation Measurements and Analysis Techniques
1.4 Application of Measurement Results

2. Channel Simulators

2.1 Mobile Radio Channel Simulator
2.2 A Recorder-Type HF Channel Simulator
2.3 A Spread-Spectrum Simulation Facility (Implemented in Software)

3 Some New Approaches to Communications System Design

3.1 Use of Coding Diversity on IIF Data Channels
3.2 11F Radio Communication Equipment for Digital Facsimile and Ilard Copy Messages
3.3 Adaptive IIF Communications
3.4 Broadband Adaptive Antennas

4. Closing Remarks

References
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1. Characterization of Fading Dispersive Radio Channels

Ionospheric HF as well as tropospheric mobile radio channels are fading channels as a result of dispersive phenomena

that take place in both the time and frequency domains. Frequency dispersion is caused by Doppler phenomena, whereas,

in most cases, time dispersion is caused by multipath propagation. Such channels can often be modelled [Bello, 1963a] as
time-variant linear filters, the inputs and outputs of which are effectively the transmit and receive antennas. The statistical

properties of their complex envelope lov pass equivalent impulse response are described by a number of different time

and frequency correlation functions that are used in channel classification and modelling for the prediction of proposed

communication system performance. This section of the paper discusses the mathematical representation of fading radio

channels, their classification and modelling, and propagation measurement and analysis techniques by which the information

for classification and modelling can be obtained. As well, comments are given throughout the text with regard to the

application of various channel functions and analysis techniques in digital system performance predictions.

1.1 Mathematical Representation of Fading Channels

Consider a bandpass signal

A(t) = Ia(t)l cos[W t + 0(t)].

=a(t)I cos 0(t) cos wt - Ia(t)I sin 0(t) sin wet.

If one represents a(t) as

a(t) = ja(r)JeIe(t),

then it is easy to show that

A(t) = Re{a(t)ejwct .

The signal a(t) is referred to as the complex envelope low pass equivalent for the bandpass signal A(t). The term
"complex envelope" [Bello, 1963b] is used because a(t) has the conventional envelope of A(t), but also has a phase 6(t)
(with respect to the carrier frequency) associated with it. Hence it is a complex envelope.

An expression for the complex envelope low pass equivalent for a radio channel impulse response can be developed

thrugh considering the transmission of the bandpass signal A(t) over the channel. The multipath phenomenon can be
represented by a continuum of distorted replicas of the transmitted signal wlich arrive at the receiver with random delays

and amplitudes, both of which are functions of time. Then the received bandpass signal can be written as

O(t) = J a(r; t)A(t - T)dT,
-00

where a represents the attenuation of the signal components at delay r, and time t.

Now, by substitution for A(t) and rearrangement, one can write

-00R(t) = Re{ f l a(r; t)a(t - r)e- aedr eust r n

from which it is clear that the complex envelope low pass equivalent for the dhanael impulse response is
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h(r; t) = a(r; t)e-jw,°.

Various covariance functions for h(Tr; t) can be derived that are often used in characterization of the channel. To
begin, assume that h(r; t) is wide-sense stationary, and that it has been divided into descrete intervals (ex. measurement
resolution windows) in the time and frequency domains , ordered by the indicies i, and j. Its time autoco ,xiance function
can then be written as

Rh(Ti, Tj; ti, tj) = Rh(Ti, Tj; At) = E{h (ri, t)h(ry; t + At)},

whera the factor of one half is due to the complex envelope notation.

If the attenuation and phase shift of the propagation path " is uncorrelated with those parameters of the path
"j", the channel is referred to as having uncorrelated scattering, and ts WSS property makes it a wide-sense-stationary-

uncorrelated-scattering (WSSUS) channel. For uncorrelated scattering

Rh (Iri,r; At) = 0, i 0 j,

and,

Rh(r; At) = t{h*(r; )h(T; t + At)}.

The correlation among simultaneous variations of the channel impulse response at different delay times is given when
At is set to zero by

Rh(r) 1E{lh(r;t)12 }.
2

This function is the delay power density spectrum [Bello, 1963a] for the channel. The range of r over which it is
nonzero is called the multipath spread (SM) of the channel. Since Rh(r) can be computed diretly from measured impulse
response estimates by sample averaging, the assumptions of unworrelated sattering and WSS channel behavior are often
forgotten in its application in the derivation of other channel characteristics and in its use in digital system performance
predictions. This can lead to misappbcations of channel statistics and erroneous system performance predictions.

A Fourier transform can be applied to h(r, t) to obtain the complex envelope equivalent low pass transfer function

for the channel

H(f;t) = f h(r;t)&,- 2fffrdT.
-00

Its autocorrelation function is then given by

R1(f,, fy; ti, ti) = EH*(f,; t,)H(fy; ti)},

and if the WSS property is carried through the transformation, RH is independent of t. Further, if there is uncorrelated
scattering [Proais, 1983; Bultitude, 1983], the function is independent of f and one can write

RH(Af; At) = E{H*(f;t)H(f + Af; t + At)}.
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It can be shown [Proalds, 1983; Bultitude, 1983] that, given the WSSUS conditions,

RH (AI ; At) - Rh(r; At)p"nAhfrdr.

If At is set equal to zero, the autocorrelation function for simultaneous variations in the channel transfer function at

different frequencies is given by

RH(Af) = f 00Rh(-)e-2 Afdr.

This function is called the spaced frequency correlation function. As a result of the Fourier transform, RH(Af) vanishes

at Af = -. This frequency separation is called the coherence bandwidth, Bc of the channel. Again, the assumptions

involved are often neglected in applying the Fourier transform relationship leading to erroneous results for RH(Af), as

discussed in [Bultitude, 1983] It is noteworthy also that the coherence bandwidth is often taken as the reciprocal of the rms

delay spread (discussed later), rather than the reciprocal SM in the calculation of a bandwidth in which digital data can
be transitted on the channel without intersymbol interference (ISI). The careless estimation of ISI-free bandwidths based

on reciprocal delay-spread results from channel measurements is prevalent in the literature and is a subject of great concern

[Bultitude and Bedal, 1989] at CRC.

It is useful to note that if there are coi .elations among scattered signals, the dependence of RH upon f results in

asymmetries in the spaced frequency correlation function. Such asymmetries can readily be seen in the results of time series

analyses as outlined in [Bultitude, 1983] which avoid the assumptions in the derivation discussed above.

Time variations on a radio channel result in Doppler broadening and perhaps a Doppler shift of transmitted spectral
components. In order to relate Doppler effects on the transmitted signal to time variations on the channel, it is convenient

to employ the Fourier Transform of RH(Af; At) with respect to At, given by

SH(AI; v) = fRH(Af; At)i 2 t~dAt,
-00

where V represents Doppler frequency.

For a shigle spectral position in the channel transfer function, Af = 0, and one can write

) f RH(At)e- J'2rt ' dAt.
-f00

SH(v) is a power spectrum, and for a irgle frequency component, gives the received signal intensity as a function

of Doppler frequency. The range over which SH(V) is nonzero is called the Doppler spread (SD), or fading bandwidth of

the channel. This function characterizes the rapidity of fading.

The spaced time correlation function for the channel can be obtained from RH(Af; At) if Af is set equal to zero.
This is the correlation of temporal variations on the channel at a particular frequency, given by

RH(At) = E{H-(t)H(t +At)}.

The range At over which it is nonzero is the coherence time To for the channel. From the Fourier relationship between

SH(v) mid RH(At), it is clear that TC is the reciprocal of SD.
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One other function, the channel scattering function, which is used in the analysis of doubly dispersive channels, can
be derived through a double Fourier transform [Proakis, 1983] of RH(Af; At) with respect to At and Af. It is written

as

S(T; v) = fo RH(Af; At)e-j 2 tvAte3'rf TdArdAf.

This function provides a measure of the average power of random processes which perturb the channel as a function of

multipath delay (r) and Doppler frequency (V).

Finally, a short discussion of the rms delay spread of the channel and its application in system performance predictions

is warranted. This parameter can be calculated from the delay power density spectrum for the channel, and is a useful

parameter in the comparison of different channels with regard to their suitability for digital communications. A channd

with a large rms delay spread has significant multipath components at large delays. Therefore there is a greater probability

of frequency selectivity (and intersymbol interference) on such a channel than on a channel with a smaller rms delay spread.

Use of the rms delay value in channel characterization work originated with Bello [1963a]. In the referenced paper it

is shown to be the ratio of the power of the second term to that of the first in a Taylor series expansion for the transfer

function of the channel. Since more terms are required in Taylor series representations for channels with higher degrees of

frequency selectivity, the rms delay is an indicator of the degree of selectivity that can be expected on the channel.

The average multipath component delay is given by

f rRh,(r)dr

av-j Rh(r)dr

where 'r is the delay parameter. For impulse response estimates sampled at the outputs of a measurement system, this

equation transforms [Cox, 1972] to

EN TA:fh (Tk)E-N

TkoRh(Tk)

where k orders the N sampled delay intervals in each estimate of the sum, Rh( k) is the sampled estimate of Rh(r) at

delay IA, and -ro is the earliest delay at which there is power in Rh(T") above the noise floor of the measurement system.

If the time required by a measurement system to form an impulse response estimate is considered as a time window

during which multipath components are received and their powers and delay times recorded, it becomes clear that if the

total integrated power defined by the function Rh(r) is normalized, the result is the relative frequency function 1(r), or

experimental estimate for the density function f. (7) for multipath delays [Devasirvatham, 1987]. That is,

f 12?lIh('k)

The second central moment of multipath component delays is then given by

N

E !(r,0)[rk - -r) - (r 0 - )
k=1

The parameter o. is known as the rms delay spread for the channel.

If care is taken, rms delay spread values can be useful in the comparison of multipath radio charaLteristics on different

channels Their use in the prediction of flat fading boundaries and error performance, however, requires careful consideratiun.

In connection with work on mobile radio channels, Jakes [1974] has shown that on a Rayleigh fading channel having an
assumed Gaussian shaped delay power density spectrum, the irreducible error rate for DPSK increases with increasing rms

delay sprea.l Further, Bc is often assumed to bear an inverse relationship to the rms delay spread. It has been reported

[Bajwa and Parson, 1985] for mobile radio channels, however, th,t the sensitivity of this relationship varies cusiderab.-
with environment. This variation is conjectured to be a result of variations in the channel fading distributions and violation

of the uncorrelated scattering conditions. The reciprocal delay spread relationship is therefore considered to be a potentially

misleading rule of thumb for application in channel performance predictions.
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1.2 Classification of Fading Radio Channels for Digital Communications

If receiver front-end noise is neglected, the complex equivalent low pass signal at the input to the receiver after
transmission over a fading channel can be represented [Proakis, 1983] as

r(t) f H(f; t)S(f)e7ffftdf,

where S(f) is the spectrum of a low pass modulating signal 3(t).

If s(t) is a series of pulses which modulate fe at a rate l/T, two types of distortion can be introduced by the
random channel. These include. intersymbol interference caused by spreading of the signal in the time domain due to
multipath propagation, and variations in received signal characteristics during one signalEng interval caused by shadowing
and spreading of the signal in the frequency domain due to Doppler phenomena. Temporal dispersion is manifested in
the frequency domain as frequency selectivity the characteristics of which are dependent upon S M and BC. Frequency
dispersion is manifested in the time domain as time selectivity, the characteristics of which are dependent upon SD and

TC.

The influence of a propagation channel on a digital signal transmitted over it is a function of the relationship between
the time-Landwidth product of transnitted symbols, and the correlation properties of the channel. For instance, if Bc is
significantly greater than the transmission bandwidth (W), negligible inter-symbol interference will be introduced by the

channel.

C-lassification and modelling of fading digital radio channels is in accordance with their effect on transmitted signals.
The following paragraphs outline common classifications [Bello, 1963a, 1963b] that apply to digital radio channels the
statistintics of which are nonstatioiiary, but which may be regarded as wide-sense-stationary (WSS) for time and frequency
intervals which are short, but which are greater than the durations (T) and bandwidths respectively of transmitted signals.
This allows the application of the large body of theory available for WSS random processes to problems that would otherwise
be intractible. Because of their quasi-stationary nature, such channels are referred to as quasi-wide-sense-stationary (QWSS)

channels. Quantitatively, for a QWSS channel,

W << 1 and (T + Sm) << 1

where 6 max and 01m,, are the maximum rates at which RH(fY, fj; t,, t3 ) fluctuates in the f and t domains. These
cArteria can be verified through the analysis of measured data as discussed in a later paragraph.

If the bandwidth of transmitted digital symbols is much less than B 0 , mad T is much less than TC, the channel
falls into the category of a flat/flat fading dunel [Bello, 1963a] or a slowly varying nonselective channel [Proakis, 1983].
If the flat fading criteria are satisfied all spectral components of the transmitted signal fade in unison. Therefore within
the bandwidth of S(), the fading statistics of the channel are independent of frequency. Additionally, if the bandwidth
of S(f) is small compared with f,, H(f, t) can be assumed to be constant. Under these conditions the channel transfer
function can be removed from the integral in the expression for r'(t). Also, since s(t) is a low pass signal, 1'(f; t) can be
assumed to be constant at its value for f = 0, and on completion of the integration one can write

r~)= Ht(0; t)sCt).

Then by writing the channel transfer function as the Fourier inverse of its impulse response

r'(t) = a(T;t)c32ffrdr x .9(t).
00

If the transmitted signal characteristics are such that WT = 1, in the frequency nonselective case T >> SM and
for a practical receiver the multipath signal components are nomesolvable. The integral with respect to T then disappears
and the phase term becomes a function of time due &o the vector addition of multipath components with delay separations
smaller than the receiver resolution so that one can write
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Thus, the random channel is mudelled as a multiplicative process in the time d.niain which randomly affects the amplitude
and phase of the received signal. If the flat fading criteria are considered further it is evident that the amplitude and
phase of the received signal are constant over it least one symbol interval and the time dependence can be dropped from
the channel gain and phase representations for the purpose of calculating probability of symbol error. Then the average
probability of error on the channel can be calcuated by averaging the error rate for the mean signal to noise ratio based on

link budget calculations over the distribution of slow variations in a.

Flat/flat fading channels are the easiest to model and lead to the most simple of error rate computations for digital
transmission. The upper UHF (900 MHz) mobile radio bands, for urban communications (tall buildings and moderately
low vehicle speeds) afford flat/flat fading channels for transmission bandwidths [Bultitude, 1987a] up to about 25 kHz.

Digital radio channels which carry signals for which the duration of transmitted symbols is comparible with or greater
than To, but which have bandwidths which are much smaller than BC are classified as time-selective/frequency-flat
channels. On such ch-nnels the amplitudes and phasc relationships of the received signal can be expected to change over a
single symbol duration, but inter-sy.it-ol inteference is negligible. An example is the channel between a base station and a
vehicle moving rapidly in an open environment.

Since this type of channel exhibits uo frequency selectivity, the same derivation applies as for the channel model in
the flat fading case and the multiplicative model remains valid. If the temporal variations of a(t)e- i ft ) form a complex

Gaussian process, closed form error probability equation. can be derived [Bello and Nelin, 1962]. For most of the common

digital modulation types the derivation follows the general routine of first reducing the expression for the decision vanable
to a Hermitian quadratic form. Its probability density function (pdf) can then be derived using the channel and transritted
signal correlation functions and a decision rule can be established. If the channel process is not Gaussian the mathematics
in- .jved in the derivation of a closed form pdf appear to be intractible, and siniulations are necessary in order to arrive at

digi;al system performance predictions. Radio propagation measurements are still ,equired, however, to obtain parameters
or storred channel inputs for the channel simulations.

If the transmit signal bandwidth is much greater than BC, but the total duration of transmitted symbols, plus

multipath interference is less than T(, the channel is classified as frequency-selective/time-flat. A good example [Bultitude,
1987a] is the UHF urban mobile channel which exhibits time dispersion due to multipath propagation, but frequency
dispersion is low, as vehicle speeds are not fast enough to create Doppler effects of any significance.

For this type of channel propagation conditions are independent of time over at leat one symbol duration, but the
channel transfer function is dependent on frequency over the transmit bandwidth. The time dependence can therefore be

dropped fior the channel transfer function representation and, neglecting noise at the receiver front end, the received signal
can be written as

r'(t) = f H(f)S(f)e2'2 - tdf.

As ;n the time-seletiAve/frequency flat case, error probabilites can then be computed from . Hermitian quadratic, represen-
tation for the decision variable provided the channel can be represented as a complex Gaussian process.

The final channel classification, that of Doubly Selective, applies to channels the correlation times and correlat on
bandw idths uf which cannvt be considei .d as being mud greater titan transmitted symbol duratiuns or 'landwidths. Again
if fading is chatacterised by Gaussian statistics a closed form solution for the symbol-by-symbol probability of error can be

derived [Bello and Nelin, 1964]. In this case, however, the derivation of the pdf for the decision variable involves the channel
scattering function rather than one dimensional .orrelation fun.tions, and a rross ambiguity functiun between the re.eived
rraik and space waveforms. It is interesting to note that on doubly selective ,.hannels there is an optimum signalling rate
at which the probability of error is minimum. This signalling rate is dependent upon the spread factor (SM X SD) of the

channl and is given by

=mn 2,(SDISM) 1/2
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For signaling rates near this optimum, the channel behaves as if it were a flat fading channel. For lower rates, the channel

behaves as if it were purely time selective and for higher signalling rates it behaves as if it were purely frequency selective.

1.5 Propagation Measurement and Analysis Techniques

Prom a consideration of the channel models and classifications discussed in the foregoing paragraphs it is clear that if
predictions for digital system performance are to be made based on propagation measurements, the measurements must be

designed to yield enough information to classify the channels and to derive the necessary parameters for use in the varied

prediction methods that must be used for different channel classifications. For flat fading channels (narrowband channels

on which Doppler phenomena are not significant) it is sufficient to be able to derive the statistics of the received signal
envelope from a CW transmission (those of a(t)) in order to predict digital system performance. As selectivity becomes

more probable, however, usually due to the desire for wider transmission bandwidths or higher speeds in a mobile system,
more sophisticated measurement and analysis techniques are required. In addition, regardless of the degree of selectivity

on the channel, it must be proven that the channel can be classified as QWSS before any of the closed form prediction
techniques based on the application of mathematics for WSS random processes can be applied. The following section

explains one of the more complicated measurement techniques and analyses that can be applied to the measured data in

order to correctly classify and model fading radio channels. A concerted effort has been put forward toward this end over

the past five years at CRC in connection with investigations [Bultitude, 1987a] on mobile radio channels in the 900 MHz

band.

It is clear that mcddling end classification of radio channels depends on a knowledge of the equivalent impulse response
or transfer function of the channel. Kailath [1962] propcsed a cross correlation technigue for estimating channel impulse
response functions from propagation measurements. This technique has been used for measurements on a variety of channels

by different researchers [Cox, 1972; Linfield et al, 1976; Bultitude, 1983; Bajwa %nd Parsons, 1985; 1962; Devasirvatham,

1987] and is wek explained in simplistic terms by Linfield et al [1976], in a similar development to that outlined below

Consider a fixed linear filter with impulse response g(t). An arbitrary input, z(t) to the filter would produce an
output y(t) given by

YWt = (t - u)g(u)du.
-00O

If both sides of this equation are multiplied by x*(t - r), one can write

y(t)z*(t - r) = f x(t - u)x*(t - r)g(u)du.
00

Now, if x(t) is a WSS random process, expected values can be taken on both sides of this equation to give

R.Y(r) =. [ P,(r -u)g(ts)dts
00

= .. (,r) * g(1),

where R-5 and R., represent autocorrelation and cross correlation functions for the random processes x-(t) and y(t).

It is dear that if x(t) is white noise

R-,(r) = 6(r) g(r) =

where 6(r) is the unit impulse function. That is, the cross correlation function Rxy(r) is identical to the response of the

filter at time t to an impulse applied at its input at tine (t - ).
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In most channel probes reported in recent literature, and almost white (flat spectrum over a large part of the mea-

surement bandwidth) stationary pseudo-random process 1(t) is transmitted over a radio channel and is cross-correlated
at the receive terminal in a complex base-band correlator with a second pseudo-random process x(t) which is identical to

the random process transmitted at time (t - r), where r is the propagation delay of the channel. If it is assumed that the

channel is linear, this cross correlation product can be taken [Benvenuto, 1984] as a good estimate of the complex envelope

low pass equivalent for the impulse response of the channel. The phase characteristics of the channel are normally preserved
during this type of measurement through the use of coherent atomic frequency standards to which all oscillators are slaved

at both receive and transmit terminals.

For time variant channels, the time variant impulse response h(T; t) can be measured by recording samples of h(T")

measured over repetitive, evenly spaced time intervals.

1.4 Application of Measurement Results

With a knowledge of the channel impulse response estimates, all of the information required for channel classification

and modelling can be obtained. It appears, however, that it is easiest to work with the channel transfer function, rather than
the impulse response. Therefore in analysis done at CRC a complex fast Fourier transform is taken of each impulse rasponse

estimate after it is recorded. This yields complex time series information for a number of spectral positions across the

measurement bandwidth. Time series analys:s techniques can then be applied to investigate various channel characteristics
and thereby avoid the necessity for assumptions regarding channel statistics, ;ncluding statistical stationarity, applicable

distribution functions, and space and time correlation intervals.

First it must be determined if the measured channels can be considered quasi-wide-sense stationary for intended signal
transmissions. The mathematical definition given earlier for QWSS behavior can be interpreted as defining a channel to

be QWSS if iymbol durations and transmission bandwidths are limited to time and frequenc intervals over which there is

negligible changc in the channel autocorrelation function RH (f,, f3; t., t7). The range of symbol rates for which a channel
can be considered to be QWSS can be ascertained from propagation measurements through independent examinations of
the characteristics of RH(ti, t3 ) and RH(f,, f3). A random process [Lee, 1976] is said to be stationary if its statistical
properties are invariant to translation of the index paramenter for the process. It is said to be stationary in the wide sense if

it has finite variance and its autocorrelation function is independent of the index parameter. Therefore the QWSS ranges can
be determined by comparing correlation functions for the choanmel computed for contiguous reference values until significant

dissimulanties cai be identified among the functions. So long as the correlation functions remain approximately corstant,
the channels can be considered WSS for the purpose of mathematical error performance calculations. This procedure is
outlined in more detail by Bultitude [1987n], where it is shown that for urban vehicle speeds up to 100 Km/hr, urban mobile

radio channels can be considered QWSS for transmission rates over the range

232 b/s <_ R < 325 Kb/a,

with rectangular signalling elements.

The next step is to chose the appropriate model for the channel, depending upon the degree of selectivity. This also

can be effected by an examination of correlation functions computed from measurement data.

The spaced frequency correlation function R 11 (f,, f1) can be calculated through a complex cross-correlation of time
senes data at different spectral positions in channel transfer functions derived from fast Fourier transforms of measured

impulse response estimates as outlined in (Bultitude, 1983]. The channel can be classified as frequency selective or frequency
flat by comparison of the intended transmit bandwidth with the bandwidth Be over which the envelope of the correlation

function (the complex parts have shapes depending on the phase defined by to in the FFT input) drops to zero The
channel can then be considered as frequency-flat if the transmission bandwidth is "much much less" than BC, The

qualitative description of "much much less" has been a subject of research at CRC on mobile channels over the past several
years. It appears [Bultitude and Bedal, 1989; Bultitude, 1987a ] that this is dependent upon the CW envelope fading

distribution on the channel (ex Rayleigh or Rician) and current analyses indicate that W should ba about 1/10th of B, for

flat fading on Rayleigh channels.

Determination of the time selectivity can be made in an analogous manner. The function RH (ti, t,) can be computed

from a time series of values at a single spectral line in estimated channel transfer functions. The time lag required for the

envelope of this function to decrease to zero then defines correlation time on the channel. This must then be compared to
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the sum of the measured multipath spread and intended symbol durations for classification of the channel with regard to

its time selectivity.

Once the selectivity of the channel under study has been determined an appropriate model can be chosen. Error

probabilities can then be computed based on the channel model using techniques specific to the distribution of CW envelope

fading. This distribution is that of the envelope of a single spectral line in transfer functions computed from the impulse

response measurements. In the nonselective cases a simple averaging of the nonfading probability of error can be done either

numerically or analytically depending on the availability of an integrable closed form expiession for the fading distribution.

If the channel has been determined to be selective, analyses become more difficult. For the Rician and Rayleigh OW

distribution cases, the channel has Gaussian statistics and closed form equations can be developed following Bello's [Bello,

1963b; Bello and Nelin, 1962; Bello and Nelin, 1964; Bultitude, 1987a] methods. In other cases simulations are required.

Other information such as the burstiness of fading, and the fading bandwidth [Bultitude, 1987b] can also be determined

directly from the measured data. This information is of use in the determination of suitable methods for use of the channel

models in the prediction of system performance. For instance, a channel with continuous fading would lend itself to direct

application of Bello's m thods. Performance calculations for a bursty channel might be made differently, depending on the

rapidity of fading and the lengths of the bursts.

In summary, given the availability of equipment to make propagation measurements which allow estimation of the
channel impulse response, there is no need for assumptions regarding statistical stationarity, uncorrelated scattering, Gaus-

sian characteristics, or the channel selectivity. Additionally, either through similations which use the measured channel
data as inputs, or through analytical methods, error performance can be calculated explicitly for the exact or most probable

channel conditions. There is no need to blindly apply rules of thumb, such as the reciprocal rms delay spread flat fading

critereon, to all channels regardless of their statistical stationarity or envelope fading characteristics in order to guess what

implemented system performance might be. This is done too often in current literature. Modem measurement and analysis

techniques afford the opportunity for better founded prediction results. The information obtained from propagation mea-

surements can be used to verify conditions in every step of performance prediction procedures to make results fit exactly
the conditions of the measured channel.
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2. Channel Simulators

2.1 VHF/UHF Mobile Radio Channel Simulator

2.1.1 Fading Simulator

Several years ag. CRC started a project to build a test facility for land mobile radio
communications equipment, Fig. 1. A major part of this test facility was a channel simulator built under
contract by Miller Communications Systems Ltd, Fig. 2. The channel simulator simulated the following
propagation characteristics: Rayleigh fading, Lognormal shadowing, delay, and external broad band
Gaussian noise.

A channel simulator, circumvents the need for performing on-site operational tests and offers the
following important advantages over on-site testing: 1) AVAILABILITY: A simulator provides immediate
access to the desired conditions without having to move to a suitable location and to wait for the specific
conditions. 2) STATIONARITY: A simulator provides stationary statistics which allows one to perform tests
involving a nomber of hours, whereas the statistics of true conditions generally change rapidly enough to
render sucj tests impractical and the results useless. 3) REPEATIBILITY: A simulator offers accurately
defined and controlled conditions for comparison testing of one system at one time and place against other
systems at other times or places, or for repeated testing of the same system after adjustments or
modifications are made. 4) RANGE: A simulator provides test conditions that extend to or beyond those
found rarely in nature. 5) COST: A simulator allows measurements to be made in a laboratory more quickly
and economically than similar on-site measurements.

A number of hardware fading simulators [Arredondo et. al., 1973; Jakes, 1974; Ball, 1982; Lorenz
and Gelbrich, 1984] and channel simulators [Caples et. al., 1980; Hagenauer and Papke, 1984; Davarian,
1987] have appeared in the literature. In our channel simulator, as shown in Fig. 2, the signal may go
through any combination of three paths, DIRECT, FADING and FADING DELAY. The simulator can be
operated at 70 MHz for modems as well as at the 3 Land mobile bands (ie 138 to 174 MHz, 406 to 470 MHz
and 806 to 890 MHz). Operational Parameters for the channel simulator include: an instantaneous
bandwidth of 10 MHz, fading bandwidths from 3.6 to 1844 Hz, a maximum fade depth >25dB, Rice
param.ters from 0 to -25 dB (the value of the Rice parameter is the ratio of FADING power to the DIRECT
power in dB), Lognormal shadowing bandwidths from .036 to 18.44 Hz, Lognormal shadowing sigma from 0
to 6 dB, a shadowing depth of 2.5 sigma, fixed delays of 0,1,2,5 usec, signal to noise ratios of 40 to 99 dBHz
and remote control via an IEEE 488 bus. To-date we have not compared the channel simulator to any real
data, however, we have exercised it and present three examples below.

Fig.3 shows a typical output from the fading channel. The Rayleigh fading bandwidth, FD, is a
function of vehicle speed and operating frequency, i.e. FD = V/LAMDA. For a vehicle travelling at 100
km/hr and operating at 150 MHz FD= 13.911z. This rapid fluctuation of the signal envelope is caused by
multipath propagation leading to wave interference as the waves add and cancel.

For many urban situations the channel can be characterized by a combination of DIRECT and
FADING paths. The effect of varying the Rice parameter from 0 dB (equal powers) to -10 dB (mostly direct
path) is to reduce the dyaamic range of the envelope of the receivei signal level. This is shown in Fig. 4
which is a family of Amplitude Probabilihy Distributions (APD) for varying values of the Rice parameter
for 860 MHz and a vehicle travelling at 100 km/hr (FD = 79.52 H1z). The APDs are plotted on Rayleigh
graph paper where a Rayleigh distribution plots as a straight line with slope of -1/2. Values of -6 to -8 dB
are typically found in the literature for the Rice parameter [ITU, 1978; Norton et. al., 1985; Bajwa, 1985;
Davis and Bogner, 1985].

A second aspect of mobile radio propagation, shadowing of the received signal by buildings and
hills, leads to slow changes in the local mean signal level as a vehicle moves through an area. This slow
variation has been modelled by a lognormal distribution in the literature [Jakes, 1974; French, 1978;
Parsons and Ib;ahim, 1983]. Results of varying the Lognormal shadowing parameter are presented as a
family of APDs in Fig.5. This example is for 450 MHz and a vehicle travelling at 80 km/hr (FD = 33.42 Hz).
There is a significant change in the shape of the APD as sigma varies from 0 to 6 dB. French [1978] has
noted that values of 6 dB for sigma are typical in London and suburban locations, however, in urban cores
with many high rise buildings sigma may be typically 8 to 12 dB.
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Table 1

Average Fade Durations

Fading Channel at 150 MHz, FD = 13.9 Hz

Threshold Measured T *Theoretical T
(dB) (MSEC) (MSEC)

- 2 31.8 31.7
- 4 21.5 22.2
- 6 17.1 16.3
- 8 11.9 12.4

Fading Channel at 860 MHz, FD = 64Hz

Threshold Measured T *Theoretical T
(dB) (MSEC) (MSEC)

- 2 6.88 6.86
- 4 5.55 4.81
- 6 3.74 3.53
- 8 2.68 2.67

Using Jakes' Formula for T

The third study that we carried out relates to fade durations. Jakes [1971] presents a formula for
the average fade duration at a specified threshold. Table I shows good agreement for the two cases shown.
In calculating the average fade duration we had to compute the distribution of fades. On plotting these we
find, for example, that although the average fade duration is 33 msec there is a wide spread which may be
modelled by an exponential distribution (see Fig. 6).

2.1.2 Non-Gaussian Noise Simulator

The external noise used in the simulator was broad band Gaussian noise, whereas, the urban land
mobile channel environment is characterized by impulsive noise which in many instantances can be
characterized by a Lognormal amplitude distribution. We have been able to modify the channel siaulator
to implement an impulsive noise generator which will be interfaced to it. Over the years several noise
simulators have appeared in the literature. An atmospheric noise simulator was built at the ITS laboratory
in 1969 for LF and IF noise [Coon et. al., 1969; Bolton, 1971]. In 1975 workers at Cornell University
developed a Pseudorandom Gaussian and impulsive noise source with a Lognormal amplitude distribution
[Neuvo and Ku, 1975]. In 1984 workers at the University of Liverpool UK developed an impulsive noise
simulator especially designed for the VIF UItF land mobile environment [Parsons, 1984].

The design of this simulator followed the basic concept of Neuvo aad Ku [1975]. This consists of a
three step process. 1) generating pseudorandom noise with a uniform amplitude distribution, 2) generating
Gaussian noise by summing a finite number of values of the uniformly distributed sequence, ad 3)
forming a lognormal process by taking the exponential function of each gaussian sample.

To obtain a useful prototype we had to reach a compromise of three conflicting design criteria.
First, the speed of sample generation is proportional to 1/213, where B is the bandwidth; second, the noise
must have an accurace estimate oi the design distribution and third flexibility, ie being able to adjust the
shape of the distribution. The first criterion is of prime importance as we must have a noise source with at
least a 10KHz bandwidth. The second is also of prime but slightly lessor importance. Flexibility has the
lowest importance at 'his time, however, it must be added to the final design. Generating nolse samples and
then outputting them one at a time did not meet the first criterion. The only way of meeting this criterion
was by having two parts to the program; one to generate and store noise samples in memory and a second
part to read the stored values from memory and output them. In the prototype hardware restrictions
allowed us to store a maximum of 15,000 noise samples, however, we could output values at a 50 KHz rate
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ie. a bandwidth of 25 KHz. The program produced values with the correct amplitude distributions as tested
by the Kolmogorov-Smirnov goodness of fit test.

The prototype noise generator utilizes an 8088 microprocessor with a 16 bit word. The uniform
number routine uses a 16 bit Pseudo-Random Binary Sequence (PRBS) requiring 4 feedback taps. This
produces a PRBS of lengtht 216 - 1 which is a maximal length shift register sequence. This method was
used by Hurd [1974] and Ball [1982] to produce statistically accurate uniformly distributed random
numbers. The Gaussian numbers are found by averaging 16 uniform numbers and the lognormal values are
found by use of a lookup table.

2.2 A Recorder-Reproducer Type HF Channel Simulator

2.2.1 Introduction

A channel simulator for HF has been designed that allows comparison of system under repeatable
and realistic conditions. Tests conducted over actual HF circuits can be costly due to large number of
trials required to achieve statistical validity. The use of simulator is beneficial only if a realistic channel
is simulated.

This report describes a technique where the characteristics of the ionosphere are first recorded
on magnetic tape then simulator is controlled by the recorded information on the tape to accurately model
the channel. This simulator can -provide a means of checking the results obtained using other simulators
such as the ones described in [Prel, 1984].

2.2.2 Equipment Description

The simulator consists of three sub-systems as shown in figure 7 and 8.

2.2.2.1 Probe

The function of the probe is to enable a tape recording to be produced from which the
instantaneous characteristic of the ionosphere can be extracted by the analyzer. The probe generates a
signal called Frank code [Heimiller, 1961] repeated at intervals of 12.25 ms. The probe signal is generated
at audio baseband level and transmitted by an HF SSB transmitter. After traversing the ionospheric path,
the signal appearing at the receiver audio output is recorded on an analogue tape recorder.

2.2.2.2 Analyzer

The function of the analyzer is to produce channel characteristics in the form of the channel
impulse response. A matched filter for the Frank code implemented in digital form is used to extract the
channel inpulse response. The impulse response as function of time is then passed to the simulator. The
analyzer generates a timing signal synchronized to the Frank code repetition rate. The analyzer also filters
the probe signal from the recorded information and residual noise is transferred to the simulator section.

2.2.2.3 The Simulator

The simulator consists of a tapped delay line whose impulse response can be controlled by
adjusting the tap weights. The output of the system under test is connected to the input of the variable
delay line. The output of the delay line is the simulator output, representing the signal distorted by the
process of propagation through the ionosphere. The simulator receiv,.s the channel impulse response from
the analyzer every 12.25 nis and the tapped delay line is updated with the channel information. The
channel information can be time averaged and updates can be made at a reduced rate. The simulator can
also add the noise information supplied by the analyzer to the transversal filter output.

2.2.3 System Parameters

System bandwidth: 300 to 3000 lIlz
Input impedance: 600 Ohm balanced
Input level: +6 V into 600 Ohm analog
'rape recorder: Analog audio recorder with jitter < 50

parts per million
Dynamic range: 50 dB.
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2.3 A Spread-Spectrum HF Simulation Facility (Implemented in Software)

The CRC spread-spectrum simulation facility is intended as a tool for the investigation and
comparison of both existing and proposed spread-spectrum systems. It was designed to simulate the
operation of a complete spread-spectrum communication system including transmitter, 11F propagation
path, interference, and receiver, and to provide all the data and signal generation and analysis capabilities
necessary to determine the performance of the simulated systems. Direct-sequence and frequency-
hopping systems as well as conventional communication systems may be simulated. The simulation is
performed in software on a Digital Equipment Corporation VAX 11/750 computer. The following is a very
brief description of the facility. Much greater detail can be found in Venier [1986].

Figure 9 indicates the general structure of the simulator and some of the piocesses implemented.
The solid arrows show the normal flow of data and signals, while the dashed ones indicate alternative
routes which can be used for testing of particular parts. The user decides which of the processes he
wishes to include in the simulation and selects them and their pafrmeters in an interactive process in
which the program questions him on the desired values. A batch mode of operation under control of a
command file is offered as an alternative for long runs of complex systems. The simulator was made as
flexible as possible, providing a good selection of subsystems that should cover a wide range of actual
and proposed systems.

Waveforms in the simulation are represented by complex floating point samples. This allows
both positive and negative frequencies to be independently specified, and therefore carrier frequencies
can be set at or near zero Itz in order to minimize the required sample rate.

In a frequency-hopping system a new carrier frequency is selected periodically in a pseudo-
random manner from a pre-determined set of frequencies. Since the simulation is carried out entirely at
baseband the simulated signal is not actually hopped in frequency, but the samples at a given
frequency are grouped into a block with the first two words of the block used to indicate the frequency of
that block and the number of samples in the block. The propagation medium routines make use of the
frequency words to determine which propagation characteristics to apply to the samples in that block. The
front end of the receiver also looks at the frequency words to determine whether to accept the samples (a
frequency hop generator in the receiver determines receiver tuning).

The simulator attempts to model IIF propagation conditions. Many discrete paths with user-
selected attenuation, delay, and doppler frequency can be simulated. The paths may be either fixed or
have Rayleigh fading. In the case of Rayleigh fading, the amplitude and phase of each component are
derived from a filtered pseudo-random Gaussian noise generator, with mean amplitude and Doppler
frequency selected by the user. The filter characteristics are selected by the user to determine the fading
rate. Rician fading may be simulated by combining fixed and Rayleigh paths. Delay-spread conditions are
simulated by a providing a number of paths with delays spaced only one sample interval apart and
therefore unresolvable by the simulated signal. Different propagation conditions may be specified at
different transmission frequencies to allow realistic simulation of frequency-hop systems.

The noise and interference, like the propagation characteristics, are functions of frequency, but in
this case it is the frequency to which the receiver is tuned, rather than the the transmission frequency.
Since these two may not always be the the same, the simulated noise and interference are added in the
receiver and controlled by the dehopping frequency generator. Their characteristics are specified by the
user for the different frequency ranges.

Types of noise and interference provided in the simulator a.e: Gaussian noise; pure impulse
noise with random intervals and, if desired, random energy; pulse interference with random intervals; tone
interference; swept-frequency interference; and impulsive noise modeled on the CCIR IIF noise probability
distribution curves [2]. The different types of noise and interference may be combined.

Other functions available in the simulator include: direct-sequence modulation, various types
of data modulation and demodulation, filtering, automatic gain control, amplitude limiting, error-
correction coding using cyclic block codes, interleaving, synchronization of data symbols and spreading
codes, and various routines for the analysis of signals and data.
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3. Some New Approaches to Communications System Design

It was noted in the theme for this meeting that microprocessor technology is radically changing
the engineering approach to designing and operating communication systems. The flexibility offered by
software implementation makes them ideal vehicles to realize and optimize new approaches. In contrast
with traditional systems, signal processing for modem systems can -be realized in software, employing
digital signal processing chips to perform the required modulation and demodulation processes. For
example, the input voice signal can be digitized, transformed to the frequency domain by an FFT, where
block filtering and frequency translation are easy. An inverse FFT returns the signal to the time domain,
but at a low IF frequency. The signal is then translated to RF. On receive the reverse takes place. The
received signal is translated to low IF, digitized, and transformed to the frequency domain by an FFT. In
this domain the signal is translated back to base-band, and the return to an analogue signal is achieved by
application of an inverse FFT. One can then put on a pair of earphones and listen to the signal. The paper
by Boucher et. al. to be presented at this meeting describes CRC research in this area.

The use of microprocessors for coding and decoding, for code diversity, for transmission of digital
facsimile, for adaptive HF systems employing real-time-channel evaluation and adaptive networking, and
for adaptive antenna arrays for cancelling interference or jamming are described below.

3.1 Use of Coding Diversity on HF Data Circuits

3.1.1 Introduction

There is a need for HF data transmission systems to provide reliable servic- in an efficient
manner with multi-tone FSK or PSK modems (see CCIR Recommendation 436-2 end Report 864-1 Dubrovnik,
1986). To compensate for the unfavaurable nature of the selective fading phenomenon of the transmission
medium, in-band or other frequency diversity techniques are widely utilized.

This report describes a coding technique that improves the in-band frequency diversity system.

3.1.2 System Description

The transmission scheme described in this report is shown in Fig. 10. The output m(t) from a
binary information source is fed into an encoder shift register of length K. After each shift of the register
at the source data rate, the encoder generates two code bits, cl(t) and c2 (t), which in turn drive

corresponding conventional data modulators. In practice the centre frequency separation of these data
modulators is usually about 1 kHz. The combined output of the modulators is then fed into a HF SSB
transmission system.

In frequency diversity operation, the system of Fig. 10. assumes its simplest form. The code bits
are simply replicas of the information bit, i.e. cl(t)=c 2 (t)=m(t). The decision on the value of a given

information bit is based on the combined value of the outputs of the two demodulators. F)jm an information
theory context, frequency diversity can be described as a rate 1/2 repetition coding scheme that uses soft
decisions.

In frequency diversity transmission, only two code bits contain information about any given
information bit. With nonzero probability, both of these bits can be simultaneously corrupted by fading,
interference or noise so that an incorrect decision is made on the information bit. When this occurs, there
is no possibility of ccrrecting the error by using the values of the other code bits. It therefore appears
desirable to encode the information sequence such that more than a single pair of code bits is related to
any given information bit. The system of Fig. 1 does this by mapping the information sequence prior to
transmission.

Any type of rate 1/2 error correcting code could be used in coded frequency diversity
transmission, but convolutional codes are particularly suitable because their encoder structure fits with
the structure of frequency diversity transmission systems, and the Viterbi algorithm can be used to
efficiently carry out soft-decision decoding [Clark and Cain, 1981]. The outputs of the demodulators are
fed to A/D converters in a Viterbi decoder which replace the comoining operation of the conventional
frequency diversity system.
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3.1.3 Experimental Results

On the air performance comparison of frequency diversity and coding diversity has been made.
Convolutional codes of constraint length K=5, and 7 were chosen, and the output of the encoder is fed into a
multi tone FSK modulator centre frequencies 1105 and 2125 lz and + 42.5 iz shift. The data rate of each
synchronous channel was 75 bps. The eye signal from each demodulator was digitized by a sample taken
from the centre of the eye period. The HF radio equipment used were a 100 watt transmitter, broadband
antennas, and a synthesized communications receiver. Maximal ratio combining was used for the diversity
reception experiments. A real time Viterbi decoder, implemented in software with an 8 bit general
purpose micro processor, was used for the coding experiments. Details of this system have been published
[McLarnon, 1985; Garcia et al., 1985].

Three series of on-the air tests were conducted from Ottawa. short range test over a distance of 60
kin, which has a weak groundwave component; medium range distance of 400 km to Toronto; and a third test
from a ship operating off the east coast of Canada. Her voyage took it from Quebec City to The High Arctic,
allowing tests to carried out over distances ranging from about 400 to 2500 km. During the latter part of
this test period, the HF link traversed the auroral belt and rapid fading was often present.

The error patterns of frequency diversity and coding diversity were analyzed. It was observed that
both sets of data exhibited the burstiness characteristic of the HF channel; however, in the case of
diversity, transition between bursts and the periods of lower error rates were gradual. The errors were
random much of the time, with frequent isolated single errors. The data from the coding diversity system
had dense bursts with relatively abrupt beginning and end, longer error free gaps, and an absence of single
and double errors. The bursts tended to be longer than those in the diversity system. After a long burst
the decoder requires some time to recover. Thus the bit error rate in the decoded sequence may actually be
higher than that in a conventional diversity system. This is not the case for the block error rate
performance.

This system is intended to be used in an ARQ protocol environment which precludes the use of
interleaving or time diversity. These schemes have been shown to result in improvements in the bit error
rate, but they require delays of the order of several hundred bits. In block transmissions blocks are
rejected due to single or more errors which is the case for frequency diversity combining. But in coding
diversity the block rejection is reduced by reduction of isolated errors. The tests were done for block sizes
of 128 and 512 bits, which is typical for the system that is going to utilize the coding diversity.

The block error rates of the two techniques were compared and are shown in Table 2. The table
includes the percentage increase in probability of receiving an error free block for the coding technique
versus frequency diversity. The improvement obtained varied from good to insignificant, and a larger
improvement for 512 bit blocks are observed In some instances the diversity transmission was virtually
error-free itself, and thus there was little room for improvement; in other cases, the channel was so poor
that neither system provided a useable error rate. It was observed that in no instance was the performance
of the coding scheme significantly worse than that of the standard diversity system.

Table 2
Experimental Block Error Rate (BER) results

Block Size = 128 (bits )..

Test Constrair! Diversity Coding Total Throughput
Number Length BIR BER Bits Improvement %

1 K=7 293 201 1,430,000 13.0
2 K=7 217 127 506.000 11.5
3 K=5 321 227 352,000 13.8
4 K=7 084 015 217,000 7.5
5 K=7 083 019 217,000 6.5

Block Size = 512 (bits-
6 K=7 548 406 1,430,000 31.4
7 K=7 378 223 506,000 24.9
8 K=5 570 420 352,000 34.9
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3.1.4 Implementation Considerations

The coding technique described in this report has a number of practical limitations and it will not
replace a general purpose diversity combiner in all applications. It is incompatible with asynchronous
data transmissions systems. It is potentially useful with ARQ systems using synchronous transmissions
provided that the transmissions are not so short that the improvement in throughput is nullified by the
increase in overhead bits required for proper operation of the Viterbi decoder. The overhead is 4 times K
bits (where K is the constraint length) needed at the beginning of the transmission, plus there is a
postamble of K-I bits at the end of the transmission.

3.1.5 Conclusions

An error control scheme based on convolutionally coded frequency diversity transmission has
been tested. Experimental results show that this system has better block error rate performance than
ordinary frequency diversity systems. The scheme is suitable for systems that presently use ordinary
frequency diversity in combination with a synchronous ARQ protocol.

3.2 HF Radio Communication Equipment for Digital Facsimile and Hard Copy Messages

3.2.1 Introduction

An automatic 11F digital facsimile and hard copy terminal developed in Canada described in this
report [Serinken 1988]. The system has the following general characteristics:

- ItF frequency evaluation and selection;

- access from the switched network for remote terminal operations;

- storage, editing and transmission of messages from disk media;

- high quality Group 3 facsimile image with (7.7 x 3.85 line/mm) resolution;

- enhanced throughput through hybrid ARQ with forward error correction;

- hardware built to fit into one slot of a 8088 based personal computer;

- interfaced to IIF SSB transceivers via baseband audio ports.

3.2.2 System Description

The terminal is built around an 8088 microprocessor based personal computer that has a real time
multitasking disk operating system environment. The resources of the computer are utilized by the
terminal software and the user has access to the file management utilities for entry or retrieval of
information from the terminal. The information that is transmitted and received by the terminal is stored
in the disk storage of the computer.

The IIF modem is a 12 channel (see CCIR Recommendation 436-2 Dubrovnik, 1986) FSK modem with
+42.5 lIz and 170 lIz channel separations. The modulator and demodulator are implemented in Digital

Signal Processing (DSP) devices and interfaced to the computer bus. The modem and interface hardware is
contained on a plug-in card for the computer expansion bus. Data are fed to the modulators as 12 bit
binary words at 10 ms intervals through a parallel data output port. The modem outputs are combined and
applied to the audio input of an 11F SSB communication transmitter.

The 11F SSB receiver audio output is digitized and fed to the 12 modem inputs. The demodulator
generates a 100 lIz clock synchronized to the received data signal. Each demodulator output "eye signal" is
sampled in the middle of the bit timing interval, and the semple is converted into a 5 bit digital word. At
every 10 ms interval 12 demodulator samples are transferred to the computer memory for processing.
Although the signalling rate is 100 Bauds, the presence of 12 channels result in a raw data rate of 1200
bit/s.

The terminal is designed to operate with a packet radio protocol which provides the system with a
framework for exchange of control information such as station identification, message types and options In
particular, the protocol permits the implementation of a selective repeat ARQ algorithm, which ensures the
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message integrity. Every packet starts with a bit synchronization sequence followed by a packet framing
word transmitted on all the channels. The computer combines all the sampled data from 12 channels and
performs a matched filter detection for the packet framing word. The information following the framing
word is called the packet header. The data bytes of the packet header are coded with block code of (12,8)
minimum distance 3, which is transmitted in parallel from the 12 modulators. The block code is decoded
with a soft decision decoding algorithm by the receiver. The validity of the packet header is verified with a
high rate error detection code which is transmitted as part of the header packet. In the packet header
coding diversity is utilized instead of conventional inband frequency diversity.

The information is assembled into 96 small packets and transmitted after the packet header. Each
information packet contains data bytes plus a sequence number and error detecticn code. The information
packets are then coded witF a rate one half error correction code. The error correction code is chosen such
that the information can be recovered for either half of the coded packet. The transmitter does not transmit
the parity portion of the coded packets initially but saves them for future repetition requests. Each of the
12 modulators are fed with 8 information packets sequentially without any duplication. In addition to
information packets a packet sent containing the sequence numbers of packets that are contained in that
transmission. The receiving terminal checks the information packets for presence of errors, if the packet
is error free the information is stored in its proper location as indicated by the sequence number. If the
information packet has one or more errors the sampled analog values of the packet from the demodulator
output are saved for future processing. The message receiving terminal requests repeat of the outstanding
information packets in the acknowledgment packet. Whenever the transmitter has to repeat an information
packet the parity part of the error detection code version of the packet is sent. The transmitter alternates
the repetition of the same packet between the information and parity part of the coded packet. If the
parity part of the error detection code of the packet is received error free then the information is
recovered by an inversion process. If the second transmission also contains errors a soft decision error
correction process is activated using the stored samples of the same packet from first and second
receptions. The output of the error correction process is verified with error detection code of the packet
before accepting the data. The receiver linearly combines the stored sampled analog values of the same
packet whenever the received packet fails the error detection process in order to build signal strength and
utilize time diversity [Lin et al., 1984]. When the transmitter has to repeat an information packet the
repetition of that packet is made through a different channel to avoid persistent channel disturbance that

The terminal scans the assigned radio frequencies continually and when a message transmission is
initiated, the message originating terminal calls the destination terminal sequentially on all the assigned
radio channels. The message session is established on a frequency that is suitable for data transmission.
In this way, the reliability of the network is maintained even when experienced operators are not available.

Interface to CCITT Group 3 facsimile apparatus is provided through a special port built into the
computer interface card of the terminal. The document is scanned in 7.7 by 3.85 line/mm resolution and
the image data is compressed with an error free algorithm described in [Rissanen and Langdon, 1981]. This
algorithm has been found to be 65% more efficient then the CCITT Group 4 facsimile apparatus data
compression technique. The image compression algorithm when applied to eight CCITT test images results
in an average image size of 12 kilobytes. The compressed image is transmitted from the disk file and the
receiving terminal places the image into disk storage. The image can be expanded with the inverse of the
data compression algorithm and viewed by the video display unit of the computer or printed by the
facsimile machine.

3.2.3 Experimental Results

The system tested on a link from Ottawa to a location near Vancouver a distance of 3500 km. A
4096 byte test message was transmitted periodically over a 15 day trial period. The terminals were
programmed to scan 3 assigned radio channels and no operator was utilized for channel selection. Fig. 11
shows the distribution of transmissioii times for 344 experiments that were conducted during this trial.
Tests were also made over a 100 km link near Ottawa, the results obtained were substantially the same as
those obtained in the long range trial. The received files from the trials were checked for undetected
errors and none were found in 6000 kilobytes of data.

3.2.4 Conclusions

The IIF system design achieved reliable data and message transmission over IIF radio channels.
The memory ARQ performs as a diversity on demand technique adapting the system to changing channel
conditions, thus achieving higher thioughput when compared to systems utilizing inband frequency
diversity and simple ARQ protocols where the received data is discarded in the presence of errors. The
parallel modems are used in a flexible mode where the data can be coded and spread over all the channels,
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and the error correcting capability of soft decision decoding enhances the performance when extra
protection is required for packet headers. The built-in facility for monitoring different radio frequencies
improves the success for establishing a link under changing propagation conditions. The data compression
algorithm incorporated into the terminal software performs efficient data compression thereby reducing
the size of the file and time to transmit. The images are reproduced by the receiving terminal with the
same fidelity as the scanned image in the transmitting terminal due to error protection provided by the
data transmission protocol.

The system has been tested through HF skywave paths for a period of 3 months and the
performance met all the design goals. The HF facsimile and data terminal provides reliable data service
with a modest combination of equipment.

3.3 Adaptive HF Communications

Adaptive techniques form a useful set of tools for combatting the time and space variability of HF
channels and the other factors adversely affecting HF communications. When combined with packet-
switching techniques, adaptive techniques are probably the most serious contender for improving HF
communications performance as expressed by connectivity, speed, throughput, reliability and
survivability. A system, the adaptive, packet-switched HF data terminal, based upon such techniques has
been built and tested at CRC. Its design and performance have been described by Nourry and Mackie
[1988].

Current R&D on adaptive HF communications at CRC follows the adaptive-system approach used for
the terminal and consists mainly of three projects: the packet-switched IIF data terminal project, the
AIG/A data/voice HF terminal project and the adaptive serial modem project. The highlights of each of
these projects are briefly described below.

The adaptive, packet-switched HlF data terminal is currently being enhanced to provide FDMA
network operation, secure data transfer and enhanced throughput. FDMA network operation and secure data
transfer are operational requirements dictated by the environment in which this system is to evolve.
Enhanced throughput will be achieved through refinements in the system algorithms (especially at the
physical and link levels), a new channel access strategy and by the use of a multi-microprocessor design
where microprocessors are specialized to functions characteristic of specified levels in the ISO/OSI
reference model. As shown in Figure 12, the new architecture includes one processor for the transport and
network levels functions, one physical/link processor per link supported by this network node, and one or
more I/O processor as dictated by the equipment configuration.

The new throaghput figures resulting from these changes and the additional processing power will
be available in early fall 1988. It is planned to test this version of the terminal in 1989 over a four-node
network across Canada. This would be followed by an evaluation of this system over a similar network but
including trans-auroral and polar cap paths.

The adaptive air-ground-air (A/G/A) data/voice H1F terminal will include both data and voice
components. The emphasis in this system is placed upon throughput and upon a controlled error level as
opposed to the error-free transmission provided by the previous system. The A/G/A terminal includes
Link-l1 type formatting of the transmitted data. The voice component makes use of an LPC-10 vocoder
developed at CRC. Due to limitations in the RF equipment and antenna in aircraft, the communication links
are half-duplex and thus voice communications temporarily interrupt the normal flow of data on the link.

The A/G/A system will be evaluated over a one year period, starting in summer 1989, in the
Canadian Arctic. Following an extensive site survey in January 1988, four sites have initially been
selected for this experiment. Yellowknife, Inuvik, Cambridge Bay and Resolute Bay. This selection of sites
allows for the testing of the system over polar cap circuits. The experimental plan will include provisions
for the evaluation of the importance of path and frequency diversity in this environment as well as the
impact of such factors as sporadic E [c.f. BR Communications, 1986] and polar cap absorption events on IIF
propagation in the Arctic.

Both of the above systems will make use of the adaptive serial modem being developed at CRC. This
modem utilizes a decision feedback equalizer (DFE), the tap weights of which are adapted by a stochastic
descent or LMS algorithm iterated several times per baud. The adaptation capability of the LMS algorithm
has been observed to be roughly proportional to the number of iterations of the algorithm completed per
baud. Even with a reasonable number of iterations (7-8), however, the modem has been found to be
adaptation-rate limited for (equal strength, two-path, Rayleigh) fading rates exceeding about 0.5 Iz. To
overcome this limitation, the received modem signal will first be passed through an adaptive lattice
decorrelation (whitening) filter [Frienlander, 1982] before entering the input to the equalizer.
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Experimental evaluation of the lattice filter/multiple-iterated LMS algorithm should be completed in the
late summer of 1988.

In selecting the particular approach described above, cost, consistentwith a reasonable
performance, was an important consideration. The use of algorithms having low to moderate computational
requirements reduces system cost since the need for bit-sliced or custom-designed array processors is
avoided. Two characteristics of the algorithms selected, namely, the absence of feedback between the DFE
and the lattice filter, and the proportional increase in required computation with the number of iterations
performed per baud in updating the equalizer tap weights, make these algorithms well suited for
implementation on a multiprocessor system and for parallel processing.

The modem will provide various operating modes including that specified in STANAG 4285. These
modes differ primarily in the details of the coding and interleaving subsystems. Convolutional and Reed-
Solomon (block) forward error correction coding will be implemented. Various interleaving strategies are
being tested to maximize performance for a specified maximum interleaving depth. The modem provides
estimates of the channels SIN ratio, delay and Doppler spreads. The HF terminal makes use of these
parameters along with pseudo-bit error rate measurements and other factors, to rank the available
communication channels.

3.4 Broadband Adaptive Antennas

Adaptive antenna arrays have been shown to be highly effective in cancelling interference or
jamming, in a wide range of communications receiving applications. One factor limiting the performance of
such arrays is the bandwidth of the signals they are required to receive (and thus the interference they
must reject). Individual components in the individual element receive channels will not be completely
identical in frequency response, to components in the other channels. Also, the spatial separation of array
elements gives rise to a frequency-dependent difference in phase response, between channels. As a result
of these frequency-dispersive effects, array weights which cancel one frequency component of an
interfering signal may not be able to cancel other frequency components.

Work at CRC up to the present time, has been restricted to adaptive arrays working with
conventional narrowband signals, mainly HF. The weighting and combining of signals from the array
elements has been performed digitally, at baseband, using as input the signals from a set of commonly-
tunded receivers attached to the individual array elements (Figure 13). The frequency-dispersive effect of
spatially separate antenna elements are not significant in limiting array performance for these
applications. However, channel component mismatches in frequency response do play a major role here, as
well as in broadband systems.

3.4.1 Channel Mismatches

Channel mismatches in arrangements similar to that of Figure 13 arise mainly in the later stages
of the receivers, and in the bandwidth-limiting filters. We have used matched filters to provide the final
band-limiting in order to minimize this problem. An analysis of the effect of frequency-dependent
mismatches on array performance [Robinson and Jenkins, 1982] show that the achievable null depth of an
array operating against spectrally-flat interference is given in terms of the fraction of interference power
passing through the adapted array, by

/= o 2 + 02 A

where q is the rms variation in relative phase response remaining once the average frequency dependence
and mean phase difference between channels have been removed, as measured in radians, and oA is the
corresponding rms variation in relative amplitude response, expressed as a fraction of the mean.
Measurements on a set of HF receivers, I and Q downconvertors, and matched low-pass filters similar to
those shown in Figure 13 reveal the major portion of the limit to null depth arises from phase mismatches,
and these are largely a linear function of frequency across the signal bandwidth. As such, they are
equivalent to differences in time delays introduced by the equipment. In the digital systems developed at
CRC, they have been corrected for by staggering the input sampling times by appropriate amounts. In this
way, a measured limit to null depth of approximately 23 db over the conventional 3 kHz HF bandwidth was
increased to 35 dB [Robinson and Jenkins, 1982].

3.4.2 Compact Adaptive Arrays

Another CRC development, of interest in broadband systems, is that of a compact IF adaptive
array configuration [Jenkins, 1986].
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The frequency dispersion between channels introduced by the spatial extent of the array is a
major consideration in implementing a broadband adaptive array. For instance, a linear array of say, one
wavelength aperture, would, without any means of compensation, be limited to null depths as low as 13 dB
in some directions, for a bandwidth of 0.1 times the central frequency. Thus, it is useful to consider
small-aperture arrays.

The phase differences between elements are what enable arrays with omnidirectional elements to
distinguish between signals from different directions. As these become very small in a compact array, the
array elements are required to be directional in their response, and differently directed. An example of
of a compact 3-element system which lends itself to broadband signal reception is that of two crossed loop
antennas and a whip antenna. Such a system has been presented in the literature [Flan et. al., 1986].

The CRC system [Jenkins, 1986], shown in Figure B, consists of a square arrangement of four short
active receiving whip antennas, separated by grounded reflectors. This array, which is 2 meters on edge,
is capable of achieving null depths of 34 dB against 2 MHz wide signals. At the same time, its directional
discrimination is such that it has been demonstrated to achieve processing gains of 20 dB, at angular
separations (between wanted communicatioas and jamming) of 10 degrees, at an operating frequency near 5
MHz. At larger angular separations, the processing gain reached 30 dB, a limit which was set in part by
the limited digital accuracy (8 bits) of the adaptive antenna processor used.

3.4.3 Frequency-hopped Signals

One class of broadband signals, with which we are concerned at CRC, are frequency-hopped
signals. At the HF or VHF ranges of interest to us, these signals might be hopped over a band comparable
to the center frequency. In any one hop, the bandwidth is narrow. Therefore, provided that array
adaptation is completed within a fraction of a hop, the adaptive array can be implemented in narrow band
form. Digital techniques studied at CRC include direct matrix inversion [Jenkins, 1984], in which weights
derived from a time sequence of samples are applied to the same samples. This form of adaptation is
effectively instanteous, apart from a delay introduced by the processing, and can be used with frequency-
hopped signals to advantage.

If the hop rate is too fast to adapt within a single hop, problems arise in the use of conventional
adaptive array techniques [Acar and Compton, 1985], and changes are required. Torrieri and Bakhru
[1987] discuss several approaches for an array using the Minimax algorithm, hopping over a band 0.1 times
the center frequency. Approaches considered include the use 'f tapped delay lines, dividing the hop band
into several 'bins' for which weights are adapted and stored "eparately, and anticipating or developing
weights one hop ahead of the actual transmissions. Each approach is found to have merit, the most
appropriate depending on the specific application.

3.4.4 Use of Tapped Delay Lines

The remaining class of more general broadband signals, for which the instantaneous bandwidth is
wide, have not so far been considered at CRC for adaptive array implementations. Widrow et al. [1967],
first suggested the use of tapped dela.y lines behind the array elements to compensate for the frequency-
dispersive effects of finite array dimensions. Rodgers and Compton [1979], and Compton [1988] have
simulated adaptive arrays with tapped-delay lines working with broadband signals in order to determine
the appropriate number of taps and tap spacing, and the resultant improvement in performance.
Significant benefits result from only several taps per channel. More work in this area is indicated.

4, Closing Remarks

Characterization of fading dispersive channels and development of channel simulations, which
simulate the propagation characteristics of ionospheric iF and land mobile VIIF/UIIF channels, permitting
non-gaussian realistic radio noise and interference to be added to the signal are essential tools for
developing new/and for improving the performance of modern military and civilian radio systems. It is
clear from this overview that a considerable effort has been and is being expended, at the Communications
Research Centre toward these endeavours. The group concerned with land mobile propagation research
have as well recently gone indoors, and they are carrying out indoor propagation/and EMC research in
support of anticipated development of wireless local-area-network systems [Bultitude, 1987; 1989]

At the CRC radio communications technologies research is being conducted in the areas of rural
and remote communications, satellite communication, particularly in support of the MSAT (mobile
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satellite) program; in the (terrestrial) tactical/land mobile communications area; and in the area of HF
communications. In recent years there has been a renaissance in the need/requirement for HF
communications, for both military and civilian requirements [Belrose, 1988]. The increasing need to
proside more reliable HF communications has stimulated renewed research into a better understanding of
the high latitude ionosphere (Canada is a northern nation), on which H1F communications depends, and un
the development of adaptive HF systems, particularly those that depend on real time channel evaluation
(RTCE) and adaptive networking for improved performance.

The new interest in HF communications has also stimulated the development of new systems, such
as digital facsimile, digital data transmission, and for connectivity to the public telephone system
[Belrose, 1986]. Interference is a major problem at HF, whether intentional (jamming) or unintentional, and
this has stimulated research into adaptive HF antenna systems. Some of these research/and developments
have been briefly described in this overview.
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SUMMARY OF SESSION I

CHARACTERIZATION OF THE CHANNEL

par

C. GOUTELARD, President de Session

Quatorze communications ant 6td pr~sentdes lors de la premi~re session consacr~e A la

caract~risation des canaux.

Deux communications & caract~re gdndral ont 6t6 faites par le Colonel F.H. EVANGELIST et

le Docteur J. BELROSE.

Les eutres communications ant couvert les gamnes de frdquences et les types de canaux

les plus utilis~s actuellenent.

Le canal d~cam6trique par voie ionosphdrique a fait l'objet de trois communications. La

complexitd de ce canal, dont les caract6ristiques varient consi 6rablement en fonction

de la longueur de la liaison, de 1'6tat du plasma ionosph6rique, anisotrope, et en relation

avec l'activitd et Ia position du soleil, rend sa mod~lisation des plus complexes. Le

Professeur M. DARNELL a prdsent6 un projet de syst~me de mesure des caract~ristiques du

canal et le Docteur Y. LE ROUX a proposd un syst~me de mesure op~rationnel dont les

r~sultats sont utilis6s en vue d'amdliorer le mod~le de WATSON. Le Docteur J.E. OFFMEYER

enfin, a pr~sent6 tine mod~lisation sophistiqu~e du canal utilisd avec de grandes largeurs

de bande.

Ces communicatins ant montr6 le souci de mod6lisations nouvelles vers lesquelles le monde

scientifique s'oriente par l'utilisation de nesures plus prdcises et de calculateurs

plus puissants, mais 6galement les difficult6s que l'on rencontre face A la complexit6

du problhne.

Les liaisons mobiles sont une pr6occupation grandissante dans le monde des applications.

Elles saint une plateforme de l'ing6n6rie de pointe et si de nombreuses mesures ant d6ja

6t faites, elles n'6taient malheureusement pas toujours comparables. Les six communications

pr~sent~es, bien que s'appliquant A des gammes de frdquence diff~rentes, ant mis en

6vidence une tendance vers des types de inesures unifids qui permettent dleffectuer de

meilleures comparaisons. Deux communications ant 6t6 consacrdes A la bande des 900MHz,

l'une en milieu urbain pr~sentde par le Professeur J. CITERNE, l'autre en milieu urbain

et rural pr6sent6e par le Docteur R.W. LORENZ. Trois communications 6taient orient6es

vers les tests et caract~risation d'une m~me liaison des fr~quences diffdrentes. Le

Docteur D. SORAIS a pr6sent6 une 6tude sur une liaison b 150-250 et 400MHz en milieu rural,

le Docteur ALTMARY une 6tude A 400 et 900MHz sur la propagation A travers les forats et

le Docteur E. GURDENLI une 6tude comparative sur les propagations A 160, 900 et 2000MiHz.

Enfin, le Docteur M. SYLVAIN a prdsent6 une 6tude b 11GHz en milieu rural.

Ces communications ant montr6 la gLande diversitd des problhmes, diversit6 due aux

frdquences utilisables mais aussi aux milieux, ainsi que la complexit6 apportde par la

non stationarit6 in~vitable du canal. D'ardentes discussions, li6es natamment aux m~thodes

employdes, ant accompagn4 ces communications.

Les liaisons par train~es m~t~oritiques ant 6td aborddes par le Docteur K. WATSON qui a

6voqu6 la possibilit6 d'adaptation en bilan de liaison variable et une seule communication

consacr~e au bruit des canaux a d6 pr~sent~e par le Docteur K.S. KHO. Enfin, une commu-

nication consacrde b 1'6tude de sequences de synchronisation r~duisant la complexit6 des

syst~mes a 6t6 pr~sentde par le Professeur C. GOUTELARD.
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Il est singulier de constater qu'aucune communication sur les canaux terre-satellites

ou satellite-satellite n'a 6t6 pr~sent6e.

Les quatorze communications conduisent A poser trois questions

- Est-il possible et souhaitable de normaliser et de coordonner les mesures pour

les rendre plus comparables, donc en extraire davantage d'informations ? I'e serait-ce

pas aussi une limitation A la crdativitd ?

- Jusqu'A quel point peut-on sophistiquer lea mod~les ? Le neilleur modale est le

canal lui-mame. Ces perfectionnements, possibles grace A ltinformatique, d~passent

souvent la pr4cision de mesure des param~tres mesurds sur le canal.

- Quels seront lea param~tres nouveaux qui devront 6tre pris en compte dams les systimes

futurs : od~lisation large bande, insertion de la polarisation...?

Cette premibre session a donc montrd lea progr~s r~cents et lea 6tapes atteintes.

Elle a dgalement permis de poser un certain nombre de questions dont lea r6ponses, on

peut l'espdrer, surgiront dana de futura symposia.
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A GLOBAL COMMON-USER SYSTEM FOR THE PROVISION OF HF PROPAGATION DATA

M. Darnell, J. Hague & A. Chan

Hull-Warwick Communications Research Group
Department of Electronic Engineering

University of Hull
HULL HU6 7RX

UK

SUMMARY

The system design described in the paper comprises a world-wide network of HF (2 - 30
MHz) transmitters and receivers designed to allow the collection of field strength
and other propagation data. The primary objective of the system is to enaLle the
effectiveness of HF propagation/noise prediction methods to be enhanced by means of
real-time measurement data.

Historically, control of HF broadcasts and communications has been heavily dependant
on off-line path predictions: however, the degree of precision associated with such
propagation analysis is somewhat limited. Some use has also been made of passive
monitoring of known transmitters to update off-line models, but problems of
transmitter identification and inappropriate signal formats limit the efficiency of
this approach.

For these reasons, a system has been designed comprising a number of dedicated HF
transmitters, sited in different parts of the world, and emitting signals with a
defined format, unique to each site. Reception of the signals can take place at
various levels of sophistication, depending upon the requirements and resources of
the users. Information about transmitter identification, signal trengtn, phase
stability, fading, multipath structure, signal-to-noise ratio, noise/interference and
predicted error rates for digital traffic can all be extracted from the
transmissions.

The signals can be received and exploited by a range of users, from those with simple
manual receivers with S-meter monitoring to those with sophisticated automatic
receivers interfaced with powerful processors. Facilities for system evolution in
response to user requirements are incorporated.

The paper describes the detailed design philosophy of the system, the implementation
of a prototype system and the results of trials carried out with the prototype system
over a medium range skywave path. Problems of system deployment and global data
collection and analysis are also discussed.

1. INTRODUCTION

The system described in this paper comprises a global network of HF (2 - 30 MHz)
transmitters and receivers which will enable users of many types to be able to
monitor and collect a variety of real-time data on propagation and noise/interference
conditions in the HF band on a world-wide basis. The intention is that the system
should be accessible by anyone with a requirement for such data, whether they belong
to professional oz amateur radio communication communities. Any individual user of
the system will be limited in the nature of the information he can extract only by
the sophirtication of the radio receiving and signal processing equipment at his
disposal. However, the system design enables users with even the most simple
manually-controlled receiving systems to have access to basic real-time propagation
data.

The major initial objective of the system is to provide information to enable the
effectiveness and accuracy of off-line HF propagation and noise prediction methods to
be enhanced; in the first instance, emphasis is placed upon the improvement of HF
broadcast planning and operational procedures - although, as will be indicated later,
the system described here can be expected to have a much wider application to general
HF communications.

At present, off-line prediction methods, for example (CCIR, 1978), are applied to a
variety of operational scenarios, involving skywave propagation over ranges from
vertical-incidence to world-wide. The database, although extensive, and the analysis
algorithms do not provide the required degree of precision in the prediction process.
It seems improbable that this level of precision can be improved substantially by
further refinement of analysis algorithms in the absence of an additional body of
data collected in an efficient, systematic and directed manner, with user
requirements being borne in mind. Alternatively, broadcast planning based more on
real-time monitoring of the propagation medium characteristics is an option. The
system described in this paper can fulfil either, or both, of these roles.

In the past, attempts have been made to exploit passive monitoring of "transmissions
of opportunity", such as broadcasts, standard tiiae transmissions, etc., in order to
obtain data that can be used to updata off-line analysis procedures via an indication
of real-time conditions on certain paths. However, the effectiveness of such
procedures is limited because of:
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(a) the difficulty of positive transmitter identification in many cases;

(b) co-channel interference from other HF transmissions;

(c) the difficulty of extracting the required propagation data from broadcast
and other transmissions with a variety of formats;

(d) insufficient knowledge of the nature of the transmitters and transmitting
antennas, in terms of effective radiated power and directional
characteristics.

The following sections of the paper outline the overall system design concept, the
detailed design of a prototype single-transmitter/single-receiver system, examples of
the performance of the prototype system over a medium-range skywave path and the
problems of data collection, analysis and dissemination on a global basis; finally,
the applications and'wider development of the system are considered.

2. SYSTEM DESIGN CONCEPT

Because of the problems with both off-line forecasting and passive monitoring
procedures outlined in the previous section, the system design incorporates a number
of dedicated transmitters sited in various parts of the world. These transmitters
radiate signals with a defined format, unique to each site. Reception of the signals
can take place at various levels of sophistication, depending upon the requirements
and resources of the users, ie

(a) simple audio identification and monitoring via a CW code sequence unique to

each transmitter;

(b) visual monitoring of signal strength via S-meter readings;

(c) automatic signal strength measurements via analysis of digitised received
signal samples by an appropriate processor;

(d) automatic identification of multipath structure via analysis of digitised
signal samples by an appropriate processor;

(e) automatic estimation of signal-to-noise ratio (SNR) via analysis of
digitised samples by an appropriate processor;

(f) automatic characterisation of noise/interference via analysis of digitised
samples by an appropriate processor;

(g) automatic estimation of predicted error rates for various forms of digital
transmission via analysis of digitised samples by an appropriate processor;

(h) automatic characterisation of flat- and frequency-selective fading effects
via analysis of digitised signal samples by an appropriate processor;

(i) automatic characterisation of phase stability and Doppler effects via
analysis of digitised signal samples by an appropriate processor.

In general, any given user will be able to select a subset of the above analysis
options appropriate to his operational and/or technical requirements.

Clearly, the system depends heavily upon digital signal processing procedures for all
but the simplest analysis functions. For this purpose, specialised signal processing
architectures and devices have been employed; these have the great practical
advantage of being software-variable and hence flexible. It has therefore been
possible to ensure that the system design is evolutionary, ie other processing
functions can be incorporated into the software as new user requirements arise. Thus,
the list of analysis options given above should not be reaarded as exhaustive.

Facilities have also been incorporated into the prototype system for data collection
on disc; the disc can then be processed on-site to obtain the desired parameters in
reduced form or, alternatively, the discs can physically be sent to a central data
reduction site. One possible objective for the system is to provide comprehensive
measurement data that can be made generally available to all interested parties via a
suitable co-ordinating organisation.

It is not the purpose of this paper to identify appropriate locations for the system
transmitters, to suggest frequency complements or to specify antenna types in
anything other than the broadest terms.

The system design also flexible enough to allow the basic architecture to be used in
a "stand-alone" mode, as a real-time channel evaluation (RTCE) sub-system supporting
say a point-to-point HF communication link. In this case, the additional cost of the
elements required would be small compared with the overall communication system cost.

The following section will describe the main features of the system design in greater
detail.
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3. ELEMENTS OF THE PROTOTYPE SYSTEM DESIGN

3.1 Transmission Uniqueness

Th basis of the system design is

(i) that each transmitted component should be uniquely identifiable, both
manually and automatically;

(ii) that the required path analysis data can be extracted from each transmitted
component.

This may be achieved reliably by employing appropriate combinations of

- transmission time interval

- frequency of operation

- signal format.

Figure 1 illustrates this concept by means of a quasi 3-dimensional representation;
here, for transmission identification to be unambiguous, the signal "volumes" in
signal-time-frequency space must not intersect.

3.2 Transmission Time Schedule

In dimensioning the system design, a basic analysis time slot of 12 seconds was
chosen, representing the interval spent by a receiver in analysing any transmitted
component from any transmitter site. The total number of transmitters required for a
world-wide network, and the number of frequency components per transmitter, are
variable within the system architecture; the prototype system is configured for any
number of transmitters, n, each radiating 5 frequency components in sequence, with a
dwell time of 4 minutes on any one component.

For broadcast applications, it is desirable that each of the n transmitters should
radiate one frequency component in each of the five fixed service bands near to 5.5,
8, 11, 15 and 20 MHz (CCIR, 1988). The transmissions in each band should commence at
0, 4, 8, 12 ... minutes past each hour sequentially, thus yielding a cycle time of 20
minutes for any given transmitter. When the number of transmitters, n, is greater
than 5, more than one frequency will be required in each of the broadcast bands if
mutual interference is to be avoided. In general, the maximum number of separate
frequencies necessary for each of the n transmitter sites, N, will be given by

N = n/5 (1)

if n is exactly divisible by 5, and

N = L(n/5)J , 1] (2)

otherwise ( L J denotes "the integer part of").
Figure 2 shows an example of a possible schedule for a system comprising 9
transmitter sites, with two frequencies being assigned in each of the 5 bands.

3.3 Receiver Time Schedule

A given receiver terminal, in which retuning time is small, can monitor 5 separate
transmitted components per minute, or take 4 samples of each of 5 transmitted
components in 4 minutes. In a 20-minute interval, a total of 25 components will be
radiated by a 5-transmitter system; these can all be monitored 4 times by one
receiver. Clearly, in the 9-transmitter system of Figure 2, there will be a total of
45 transmitted components radiated in 20 minutes; therefore, 2 receivers operating in
parallel will be required in order to monitor all components 4 times.

When n exceeds 5, and a given user has a single receiver available, only a subset of
the radiated components can be monitored; the nature of this subset monitoring will
be dictated by the requirements of individual users.

3.4 Overall Operational Sequence

Figure 3 illustrates the overall sequence of operations diagramatically. It is
apparent from the timing shown in Figare 3 that in one hour, twelve 12 second samples
of each of 25 frequency components can be taken by any given receiver - a level of
sampling considered adequate to allow meaningful statistical characterisation of the
relevant path parameters - as will be discussed in Section 5 of this paper.

For demonstration purposes, a prototype siagle-transmitter/single-receiver system has
been designed, constructed and tested. The system is compatible in all respects with
the requirements of the operational scheduling described above. The major elelaents of
this prototype system design will now be discussed in some detail.
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3.5 Synchronisation Considerations

As indicated in Fig. 1, the transmission time schedule simply provides a unique time
slot in which a receiver can attempt to detect the presence of any transmitted
component from any transmitter site. Although a specific timing schedule was chosen
for the prototype system, it can be varied under software control to meet different
or evolving user requirements.

The basic 12 second time slot was selected to be compatible with a readily achievable
degree of time synchronisation between transmitting and receiving terminals of
different types. To cater for the worst-case of a simple manually-controlled
receiving installation, a required timing accuracy between transmitter and receiver
to within 1 second or better is assumed. This allows the use of timing control based
upon a simple quartz oscillator or timing derived from a standard transmission such
as MSF (Rugby) or WWV. For a processor-based receiving terminal, timing would
typically be obtained via the use of a real-time clock module within the processor
architecture.

3.6 Transmitter Terminal Architecture

Figure 4 shows a schematic diagram of a transmitter terminal for use within the
system. The signal generation process is software-based, with the signal format being
adaptable in response to user requirements; similarly, transmission sequencing is
also software controlled and modifiable. The control interface unit would not be used
in normal operation: it is provided specifically for the purposes of system
initialisation after switch-on and to allow any desired modifications to be made to
the signal format and/or timing sequence as user requirements evolve.

The SSB transmitter should have a rating of between 5 and 10 kW. Transmitting
antennas should have an omnidirectional azimuthal radiation pattern and a broad
elevation pattern. To avoid the process of frequent high RF power switching, a single
wideband monopole or conical structure would appear to be appropriate.

3.7 Receiver Terminal Architecture

The architecture of a fully automatic and flexible receiving terminal, as implemented
for the prototype system, is shown in Figure 5. It should be noted that this design
is representative of the more sophisticated user terminals to be expected within the
network. For the purposes of demonstration, an amateur grade receiver was interfaced
to a cheap processor system, a frequency-agile frequency-shift keying (FSK)
demodulator (based upon switched-capacitor filters), a real-time clock module and a
special-purpose signal processing system. All elements, with the exception of the
receiver itself and the control interface unit, are housed in a standard STE bus
system rack.

Again, the control interface unit is provided for the purposes of system
initialisation after switch-on and to allow modifications to the control and/or
signal processing procedures if user requirements change. It is also instru.,ental in
the data collection and logging functions described in Section 5.

The receiving antenna used should be a short, vertical, active type, capable of being
precisely calibrated for field strength measurements. Any receiver used in an
automatic terminal should have a specification at least equivalent to that of the
receiver employed for the prototype system, both in terms of its RF performance and
control facilities. Simpler forms of receiver can however be used in manually-
controlled terminals.

4. SIGNAL DESIGN & PROCESSING

Figure 6 shows the overall format of the signal transmitted on the assigned
frequencies in each 12 second slot. The emission should be of class FIB with a
frequency shift of 850 Hz where appropriate. All elements of the signal have specific
purposes - as will be discussed below.

4.1 FSK Preamble

The binary FSK preamble, keyed at 100 bits/s and uommencing on the lower of the two
FSK tone frequencies, is of 1 second duration and is intended to allow initialisation
of receiver AGC (if required). This preamble also pLovides a degree of "slack" in the
system so that any synchronisation differences between transmitters and receivers are
not detrimental to the system performance.

The preamble if then followed by a pause of duration 50 ms.

4.2 C11 Identification Sequence

Within a period of 3.3 seconds, a transmitter identification sequence is transmitted
using the higher of the two FSK tone frequencies. The identification signal used
could be in morse code format, with specified "dot" and "dash" intervals;
alternatively, it could employ any other format convenient for the system users, eg
one based on the international locator code as used by radio amateurs. It is



3-5

essential that the sequence code keying rate should be compatible with audio
identification by simple manually-operated receiving terminals.

This CW sequence is then followed by a pause of 50 ms.

4.3 Complementary Sequences

To piovide a means of identifying the multipath structure efficiently, two 256-bit
binary complementary sequences are then transmitted in succession at a rate of 1.2
kbits/s, with an interval of 50 ins after each sequence to allow for the presence of
any multipath returns. The upper of the two FSK tones is used for this purpose. The
keying rate of the sequences is dictated by the need for transmitted signal energy to
be confined effectively within a nominal 3 kHz bandwidth.

In the prototype system, the formats of the complementary sequences are as follows:

Sequence 1

111001000010100000010100110110000001101100101 0001110101 111011000
0001101111010111000101001101100011100100110101111110101111011000
0001101111010111111010110010011100011011001010001110101111011000
1110010000101000111010110010011111100100110101111110101111011000

Sequence 2

0001101111010111111010110010011111100100110101110001010000100111
0001101111010111000101001101100011100100110101111110101111011000
1110010000101000000101001101100011100100110101110001010000100111
1110010000101000111010110010011111100100110101111110101111011000

The iiportant property of complementary sequences which .iakes them an appropriate
test signal for evaluating the channel inpulse response, and hence its mlultipath
profile, is the form of their individual and summed autocorrelation functions
(acf's). Typical formats for these are illustrated in Figure 7; it is seen that if
the two component acf's can be processed in synchronism and sunmed, then their side-
lobes cancel out and only an impulsive central peak is left in the summed acf. In
this case, the acf of the complementary sequence test signal x(t), which is now
denoted by / (,a), is given by

od() C 8(t (3)
xx

where Z is a delay variable and 6(,C) is a unit inpulse function centred on Z = 0.
It can be simply shown (Lee, 1960) that the input-output crosscorrelation function
(ccf) for any linear time-invariant system, (t), is given by

xy
T/2

xy 1  /) = I/T x(t) y(t +Z) dt (4)

-T/2

where y(t) is the system output and T is the effective duration of the syste- input
x(t); equation (4) can also be expressed in the form of a convolution

co

,$ (d) = h(u), (Z - u) du (5)xy xx

where u is a dummy time variable and h(t) is the system unit impulse response
function. CJearly, if the input acf is impulsive, then the input-output ccf will be
proportional to the system unit impulse response function, ie

,' (T) -- h(C) (6)
xy

Figure 8 illustxates the principle of this method of response identification where
the cross-correlatoz can be realised as a matched filter. Here, the system to be
identified is the HF channel and the resulting impulse response indicates the
multipath profile.

4.4 FSK Reversals

Following the 50 ms pause after the second complementary sequeace, a series of FSX
reversals comprising 400 bits at 100 bits/s is transmitted, with the first bit of the
series commencing on the lowest of the two FSK tones. These section of the
transmission allows the following information to be extracted at the receiver:

(a) the characterisation of the short-term fading, ie flat or frequency-
selective, if a Law-assessor FSK demodulator is used (Alnatt, Jones & Law,
1957);

(b) estimation of SNR in each FSK sub-channel, as illustrated in Figure 6, by
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comparing levels in "mark" and "space" intervals;

(c) characterisation of noise/interference by, for example, carrying
out FFT analysis in the "space" intervals in each of the two FSK sub-
channels.

For (b), the composite level in each "mark" interval is the sun of signal power S and
noise/interference power N whereas, in the "space" interval, only noise/interference
power N is present. Taking the ratio of "mark" level to "space." level gives

(S + N)/N = 1 + S/N (7)

hence the SNR S/N. Averaging over the entire 4-second (400 bit) interval will enable
a more reliable value of SNR to be obtained. Once an SNR estimate is available, the
bit error rate (BER) for various forms of digital traffic can also be estimated using
the relevant relationship between BER and SNR.

Immediately following the FSK reversals, a CW signal on the higher of the two FSK
tones is transmitted for a duration of at least 3 seconds in order to bring the total
transmission time to 12 seconds, at which time a frequency change occurs.

4.5 Other Measurement Possibilities

If phase coherence is maintained over the complete 12 second duration of the signal
for both "mark" and "space" tones, the nature of the received zero-crossings can be
analysed to yield data on the phase stability and Doppler characteristics of the
propagation medium. The preamble, identification code and FSX reversals can all
contribute to this assessment, giving a total maximum analysis duration of about 9
seconds for this purpose.

Using a processor-based receiving terminal, all parameters analysed can be output in
terms of raw data, spot values, median values, etc.

5. DATA COLLECTION, ANALYSIS & DISSEMINATION

5.1 Collection

In the first instance, the most important data collected by the system will be
associated with field strengths, ie from the 4s element of the test signal discussed
in Section 4.4. It is proposed that a standardised active receiving antenna be used
by all receiving stations so that measured signal voltages can be converted to field
strength values. Local calibration and checking of the receiving terminal will be
achieved via the injection of a calibration signal at appropriate intervals. As
indicated previously, the test signal format also allows the extraction of other
propagation data should users require this.

Data will be stored on double-sided/double-density 5.25 inch diskettes with 360
kbytes capacity. A single disk will be sufficient to store all data relating to one
week's monitoring as detailed below. For signal strengths, actual individual 4s
signal and noise/interference level values will be recorded on disk. This will
require considerably wore off-line processinj at a central analysis site than if some
data reduction were to be carried out at the receiving location; however, it will
simplify any changes in analysis procedures which may be introduced in the future.
The following information will be stored on each disk:

(a) Dcscriptive file;

(b) Calibration file;

(c) Measurements file (168 hourly values of signal and
noise/interference.

5.2 Analysis & Dissemination

For every circuit monitored, ie transmitter/receiver/frequency combination, the
receiving terminal must take sufficient samples of both wanted signal and noise to
allow meaningful statistical parameters to be derived for both, bearing if, mind the
likely time variability of the received signals; typically, hourly median values will
be required. For this purpose, it has been estimated that the 12 4-second samples
per hour taken by the system described in this paper will be adequate.

Monthly median values, together with upper and lower decile values, of signal
amplitude can be derived from the hourly inedian values taken for corresponding hourly
inter gals on different days. The noise samples can be analysed using the methods
already specified in CCIR Report 253 (1978).

It is intended that data received in sample form from the various sites should be
normalised by making use of the antenna and receiver calibration informnation from
each site. It is intended that the reduced statistical data will first be validated
by an appropriate international group of experts and then be incorporated into a
world data bank; the data held in this bank will be continuously refined and updated,
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being available on request to appropriate users of the HF band.

Any individual user, or group of users, can of course carry out their own processing
and data reduction. As indicated previously in Section 4, propagation parameters
other than signal strengths can also be derived from the received signals if
required.

6. TYPICAL RESULTS FROM THE PROTOTYPE SYSTEM

In May 1988, the prototype system was demonstrated over a skywave path between the UK
and Geneva. Only two frequencies were available for these tests, ie 9.915 MHz and
12.040 MHz. Records of signal stength were accumulated over two days and
representative examples of the output in graphical form are given as Figures 10 (ay -
(d); the vertical scale in these records is uncalibrated.

Following these tests, some of the recorded data was processed off-line to validate
the procedures for estimating the multipath structure using the complementary
sequence section of the test transmission, described in Section 4.3, in conjunction
with correlation processing. Figures 11 (a) and (b) ate two examples of diagramatic
output of multipath profiles, showing the level of delay definition to be expected
for a 3 kHz bandwidth measurement. Such an output can be computed for each 12s test
transmission.

The coaiputational procedures for calculating SNR's and for automatically identifying
test transmission identification codes have also been developed.

7. CONCLUDING REMARKS

This paper has described the principles of operation of a global common-user system
designed to enhance the quality and reliability of HF skywave propagation models.
Examples of systen performance are presented. The system can be accessed by a wide
range of potential users, from those with simple manually-controlled receivers with
audio and S-meter monitoring, to those with fully automatic receivers interfaced with
powerful data processors. In its more sophisticated form, the system employs special-
purpose, programmable, signal processing devices for signal analysis, ie TMS 320-C25;
it is therefore compatible with evolutionary changes in user analysis requirements.

The system design is such that it can also be used as a dedicated real-time channel
evaluation system to support specific communications links. If necessary, the signal
format can be modified to meet particular requirements for data output or
transmission timing.
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DISCUSSION

T. CROFT

The Entire World is a very large place. How many transmitters will be needed

to provide "world-wide coverage".

AUTHOR'S REPLY

About 9-10 are envisaged. It is appreciated that this is a somewhat coarse

sampling of the environment, but this number is considered to be the

maximum that can be economically supported.

C. GOUTELARD

Je ne suis pas convaincu par le choix de vos signaux : vous utilisez 4

signaux, 2 A large bande, 2 A bande 6troite. Je vois 2 inconvdnients

- Vous multipliez le nombre de signaux, ce qui complique le r6cepteur et
l'dmetteur.

- Vous avez un systame s6quentiel qui fait un 6chantillonnage assez pauvre

pour chaque mesure.

L'utilisation de 2 signaux orthogonaux, l'un large bande, l'autre A bande

6troite, permettrait de faire les mnmes mesures de fagon continue sans qu'il

y ait, me semble-t-il, une complexit6 plus grande du rdcepteur.

AUTHOR'S REPLY

Thank you for those comments. In response, may I make the following points

1 - That the receiving system is software - based and implemented using

TMS320C25 technology : therefore, the nature of the processing used can

be simply changed depending on which section of the transmission is being

received at any time.

2 - That certain specifications for the transmitted signal were provided by

the potential users of the system : these included access by the nost

simple manually operated receiving terminals.

In fact, only 2 basic demodulators are required - one for the FSK sections

of the transmission - one for the complementary sequence section.

In terms of frequency of environmental sampling by the system, 12 samples

of each component per hour were specified by the potential users as being

sufficient for their characterisation purposes.
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ANALYSE EXPERIMENTALE DE LIAISONS HF

Y.M. LE ROUX, R. FLEURY, J. MENARO, J.P. JOLIVET
CENTRE NATIONAL D'ETUDES DES TELECOMM4UNICATIONS

Route de Tr~gastel
22300 LANNIUN

FRANCE

Laam~lioration de la qualit6 et de ]a fiabilit6 des transmissions dans la gamie ddcam~trique
passe par une meilleure connaissance des to~canismes de la propagation ionosphdrique. Selon cet objectif,
un outil de caractdrisation exp~risnentale du canal HF sur des liaisons test a Wt 61abord au CNET. Ce
systame est actuellement opirationnel sur une liaison d&environ 650 kin, situge aux moyennes latitudes. 11
perinet de mesurer siinultan~ment, d'une part la r~ponse iinpul sionnel le du canal , dans une bande utile de
10 KHz, avec une piriode de r~actualisation de 10 mns, et d'autre part, les pararnitres principaux de la
propagation dans une bande de 50 KHz :temps de groupe, attgnuations et phases instantanges reldtifs S
chaque mode ou trajet propagg. Des analyses des caract~ristiques de bruits et brouillages sont 69alement
possibles. Le systeime, ainsi que ses principaux modes de fonctionnement sont d~crits dans le present
article. Ils sont illustr~s par des r~sultats exp~rimentaux. Une des conclusions importantes est que, de
par ses performances, l'analyseur de liaisons met en 6vidence l'insuffisance des modales de canal actuel-
lement existants (type Watterson), A expliquer dans sa totalit6 le comporteinent de la propagation ionos-
ph~rique. Un modile 96n~ral de canal , bas6 sur une repr~sentation de syst~me lindaire variant dans le
temps, est par ailleurs en cours de validation.

I. INTRODUCTION

L'ionosph~re perniet d'6tablir des liaisons de con~1uni cation transhorizons dans la ganine des hautes
fr~quences 2-3U MHz. Elle constitue ainsi un support naturel de transmission, ne n~cessitant pas de
relais radio. Cependant, Vionosph~re est un milieu dispersif en temps et en frdquence. Les signaux qui y
transitent sont donc soumis S des.eiicanisnes de fluctuations rapides de leur phase et de leur amplitude.
Ceci a pour consdquence de limiter, parfois s~v~reinent, la fiabilit6 et la qualit6 des commnunications,
via le canal i onosph~r, que. Divers types de bruits et de brouillage encombrent tout le spectre HF de
faeon plus ou momns importante selon les zones g~ographiques. Ils sont une source suppl~inentaire de
degradation de ces cownrications.

Ainsi, pour pouvoir assurer dans les meilleures conditions possibles, des dd. 'ts de plusieurs
kb/s, il est indispensable que la conception des appareils de transmission soit effect .. e dans le sens de
leur adaptation aux r~alit~s de comportement du canal. Pour y parvenir et acqu~rir une mneilleure conndiS-
sance des caract~ristiques de la propagation dans la game d~cam~trique, des cainpagnes d'exp~riientation
doivent 6tre inen~es. Un ban inoyen de synth~tiser cette connaissance physique et exp~riinentale du milieu
est alors de la traduire sous forme de modile. L'int~rit de disposer d'une mod~lisation r~aliste du canal
est en effet double:

- contribuer A la definition de techniques de modulation-d~modulation

- permettre de simuler en laboratoire le canal, afin de tester les 6quipements de trdflSlniSSion.

De nombreux mod~les du canal HF ont ainsi W 6tablis jusqu'a pr~sent. Parii ceux-ci, le inodile
de Watterson (1970), faisant Il'objet d'une recommiandation du CCIR (R.549-1, 1974, 197b), est certaineinent
celui dont 1 'utilisation est la plus r~pandue. Il s'agit d'ain mod~le d~crivant le canal de fa~on purement
statistique et dont le principe est d~sormais Dien connu :lignes 5 retard et gains complexes qui ont
pour effet de moduler en phase et en amplitude le signal entrant, afin de le soumettre a des
dvanouisseme~its de type Rayleigh. 11 faut cependant insister sur le fait que la validit6 de ce inod~le est
assujettie 5 plusieurs lhypothases et notamment:

- la stationnarit6 statistique au second ordre du comportement du Canal

- l'ind~pendance statistique des caractiristiques de propagation relatives a chaque mode ou
trajet.

Lorsque ces lhypothises sont v~rifides, le modile est certainement repr~sentatif du canal , du
moins dans uiie bande 6troite, et son grind int&rt rdside alors dans sa simplicit6 de mnise en oeuvre. 11
apparait maiheureusement, que de nomnbreuA cas d'exp~rimnentation viennent invalider les hypoth~ses de base
du modale. En outre, des caract~ristiques de propagation telles que les effets de diffusion et de
dispersivit& en fr~quence ne sont pas prises en compte par ce enodile. Sa bande frdquentielle de validitg
seen trouve donc limitge.

Pour 6viter les restrictions qui viennent d'itre cit~es, il convient d'envisager une mnod~lisation
plus gdn~rale du canal de transmission ionosph~rique. 11 faut toutefois noter qu'un souci mnajeur doi t
6tre de s'assurer qu'un tel mod~le reste pratiquement utilisable. Dans cette optique, apr~s avoir
bri~verment rappe16 les caract~ristiques principales de la propagation, nous proposons un tnoa~1e
susceptible de les prendre en compte. Sa validation exp~rimnentale est en cours, 5 1l'aide d'un syst~me
d'analyse de liaisons HF dont le principe sera d~crit et les performances illustr~es par quelques
r~sultats de mesure.
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Les caractiristiques de la propagation ionosph~rique qui ant une influence pr~pond&-ante sur la
qualitG et la fiabilit6 des transmissions dans la ganine d~cam~trique sont rappelges au tableau 1. Des
valeurs numkriques ant W affect~es S ]a plupart des param~tres. Elles correspondent & des ordres de
grandeur convenant A des liaisons aux moyennes latitudes. Lors de conditions "extr~mes" de propagation et
notaninent dans les zones g~ographiques aurorales et dquatoriales, ces valeurs peuvent 6tre largement
d~pass~es (WAGNER et al., 1987).

Les caract~ristiques de propagation qui viennent d'6tre inentionnges induisent des 6vanoujs-
sements et des distorsions de toutes natures aux signaux qui transitent par le candi ionosph~rique. 11
faut 6galement remarquer que le coniportement de ce canal est extr~mement variable en temps et en espace.
11 est donc difficilement pr~visible. La de-pradation des transmissions est d'autre part accentu~e par la
presence de bruits et de brouilleurs que I on rencontre dans tout le spectre HF.

Malgrg la complexitg de l'influence du canal sur les signaux qui y transitent, deux propritg
intgressantes perniettent de simplifier sa modglisation:

- Le canal ionosph~rique peut, en bonne approximation, itre assiniilg a un systame lingaire (au
mains aux puissances d'6mission courarmient utilis~es pour 1'gtablissement de liaisons de communication).

- Bien que pouvant souvent paraitre quelque peu erratique, 1 '6volution dans le temps des
paramitres de la propagation comporte parfois un caract~re quasi -ditermini ste. C'est par exemple le cas
des ph~nom~nes ondulataires se propageant dans le milieu ionosph~rique et influen~ant son comportement
(andes ae gravitg par ex.).

PARAMETRE DiE PROPAGATION NOTATION ORORE DE GRANDEUR

Variable li~e 5 l'&volutian temporelle des
caractdristiques du canal tt f

Ncnbre de trajets principaux n 8
chaque trajet principal peut 6tre la r~sul-
tante d'un nombre important de sous-trajets
par effet de diffusion par exemple

Variable ll~e 5 la m~moire du canal.
Reprisente les retards de groupe T 0 a 8 mis

Etalement du retard de groupe A T 0 S quelques centaines de ps

Dicalage friquence Doppler moyen fd 2.5 Hzt

Etalement fr~quence Doppler Afd 2 Hz, 5 -3 d8 sur le spectre d'6talement

Amplitude relative A cynamique significative retenue 40Q dbs

Phase relative

Dispersion en fr~quence du canal V 200 ps/MHz

Anisotropie du milieu - Polarisation Pris en compte par les autres paramitres de
Existence de deux modes magn~totoniques - phase et d'amplitude.
notes "a" et "x" et polaris~s inversement.

Tableau 1

Compte tenu de ce qul vient d'itre dit, ii peut itre fait appel 5 la thdorie des systarnes varidlit
oans le temps pour repr~senter le compartement du canal ionosph~rique. Parmi les diff~rentes fonctians
permettant de dicrire un tel syst~me (KAILATH, 1961), nous retiendrons ici h(t,t) d~fini canine suit:

h (v,t) = riponse mesur~e A l'instant t +~ r S ne impulsion de type Dirac 6mise a l'instant t.

Par convention, nous cansid~rans h(r,t) canine 6tant la r~ponse irpulsionnelle du canal. La raison do
choix de cette fonction est, d'une part son accessibilit6 relativenent aisge S la mesure, comie nous le
verrons par la suite, et d'autre part, sa bonne adaptation S des fins de simulation do canal.
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tin modile math~matique du canal ionosph~rique peut alors itre itabli en formulant une expression
analytiqule qui prenne en compte les caract~ristiques de propagation inoncges plus haut (cf tableau 1).
Cette formulation doit de toute ividence s 'appuyer sur la connaissance physique et exp~rimentale du
milieu. Nous nWen fournissons ici qu'une expression g~rigrale (LE ROUX et al. 1987)

oil toutes les grandeurs q~ui figuret~n sont d~finies au tableau 1. De plus, naus exprimons la variabiliti
du canal dans le temps sous la forme de deux composantes 1 'une a caract~re d~temyiniste, 1 'autre a
caractare statistique. Chaque paramitre pi du inod~1e est donc de la forme

pi (t) = dpi (t) + ap1 (t) (2)

La raison de !'introduction d'une composante d~termniniste dpi(t) a d~jS W indiquie :elle
r~sulte de l'analyse de mesures exp~rimentales pouvant par ailleurs Wte interpr~tes physiquement. Une
idge sous-jacente au formalisme (2) est 6galement d'imputer la majeure partie des causes de non station-
narit6 statistique du canal A la prisence de comnposantes d~terministes. La composante algatoire api(t)
est alors susceptible de pouvoir itre considdrie conme stationnaire au deuxidme ordre et se trouver
ainsi sous une des hypoth~ses de validitg du mod~le de Watterson.*On peut en outre noter que le mod~le
de Ratterson est un cas particulier du mod~le exprimg par (1) et (2). 1l en constitue en fait la partie
pureinent statistique, en y otant toutefois un certain nombre de paramitres et en y supposant une indd.
pendance de comnportement entre trajets.

La mise en oeuvre pratique du mod~1e (1) peut s'effectuer en exploitant la relation d'entrge
sortie suivante:

s(t) =f h(r,t-r).e(t-r) di-

11 convient enfin de remarquer qu'iI n'y a pas de relation directe par transformation de
Fourier entre h( T ,t) et la fonction de transfert du canal F (v,t) ; cette derni~re 6tant difinie de
faqon naturelle par:I

F(v,t) = Rdponse du Syst~xne &a 2'v

elJ ut

Ill. L'ANALYSEVR DE LIAISONS

1. Principe gin~ral des mesures

tin moyen de disposer d'une representation r~aliste du canal ionosph~rique est de proc~der 5 la
mesure de sa r~ponse impulsionnelle. Cependant, les sequences de r4ponses impulsionnelles contiennent
une grande quantiti d'informations qu'il est parfois difficile d'interpr~ter directement. 11 est donc
souhaitable de pouvoir mesurer siinultangment quelques param~tres essentiels de la propagation. Il s'agit
par exemnple de (cf tableau 1) :n, T , A et fd (ou mieux, la phase instantange des signaux re~us).

Les techniques de mesure de la r~ponse iinpulsionnelle et des param~tres principaux de la propa-
gation doivent 6tre adapties, d'une part 5 la dispersion temporelle du canal, et d'autre part a sa
variabiliti en temps. Ainsi une m~thode de r~ception par intercorr~1ation du signal re~u avec une copie
du signal imis ne peut en toute rigueur convenir. Elle pourra cependant itre consideree commie satis-
faisante lorsque le rythme de variation du canal est suffisamment faible devant la durge de corr~1ation.
C'est l'hypoth~se qui a Wt faite pour des liaisons situ~es aux moyennes latitudes. tine technique de
mesure adaptge a une grande variabilitg du canal a toutefois W mise au point pour une utilisation
future sous d'autres latitudes. De mime, la non stationnaritg du canal sur de courtes durges doit
conduire 5 61iminer dans la majeure partie des cas, une analyse spectrale par transformation de Fourier.
Il apparait en effet que des dur~es d'intigration de 10 5 20 s ne doivent pas 6tre d~passdes lors d'une
mesure fr~quentielle portant sur les 54volutions du canal ; ceci sous peine d'une interpr~tation erron~e
des r~sultats..! Des techniques d'analyse spectrale non lin~aire, du tydje "Maximum d'entropie" ont donc
W retenues pour l'analyseur de liaisons. Elles pr~servent en effet une bonne resolution en fr~quence
pour de faibles temps d'int~gration.

2. Le systame de mesure

L'analyseur de liaisons est compos6 de deux parties distinctes

- 1'ensemble d'imission comportant l'amplificateur de puissance (600 W), la gestion et la g~eng-
ration des signaux transmis, ainsi que les a~riens d16mission (antenne large bande type V inverse et
antennes accorddes)

- l'ensemble de riception comportant les airiens de reception (types Delta et fouets actifs), le
recepteur HF et toutes les tiches de traitement en temnps r~el de 1 Information.

Les caractdristiques d'6mission et celles leur correspondant en riception sont totalement
prograimmables 5 l'alde de terminaux alphanum~riques. Ainsi, le choix de la fr~quence d'imission, l'heure
de debut et la durge d'une analyse, le type de modulation et la s~quence de codage transmis, de mime que
tous les paramatres des traitements de r~ception peuvant 6tre pr~s~lectionngs pour un fonctionnement
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totalement automatique du systame. La synchronisation des deux sous ensembles d'diission-rgception est
assurie par des 6talans de fr~quence au Rubidium.

Le schima bloc de la partie riception de l'analyseur de liaisons est fourni par la figure 1. La
p~riode minimale de r~actualisation des inesures de r~ponses iinpulsionnelles est de 10.2 mns. Elles sont
obtenues dans une bande de 10 KHz. Les autres paramatres de propagation sont mesurgs dans une bande
d' environ 50 KHz avec une p~riode minimale de r~actualisation de 160 ins pour les temps de groupe, les
attgnuations, les phases instantanies,et les niveaux moyens de bruit. Pour les analyses spectrales de
type non lin6aire, la durie d'int~gration mininiale est de 10 s. La dynamique utile des mesures est
d'environ 30 dB.

La durge d'une analyse est fonction de la quantitg d'inforination enregistr~e, compte tenu de la
in~moire de masse utilisie :bande magndtique de 180 Mbytes. Ainsi, lorsque les p~riodes de riactuali7
sation ininimales sont choisies et que toute l'information disponible est enregistr&e, cette durge est de
24 mn environ. A l'opposg, si aucune r~ponse impulsionnelle nWest enregistrge et que V'on ne conserve
que les divers paramitres de propagation, l'analyse du canal peut se poursuivre durant 48 h environ.
Tous les choix interm~diaires sont possibles :enregistreient d'une reponse imnpulsionnelle parmi h Var
exemple.

Un autre mode de fonctionnement de l'analyseur de liaisons est actuellement op~rationnel. Il
offre la possibiliti d'une r~ception au choix sur 1, 2, 3 ou 4 antennes. Dans ce mode de fonctionnement,
la r~ception s'effectue par scrutation cycliqde des antennes retenues. La durge ininimale de scrutdtion
d'une antenne est d'environ 30 mns.

Enfin, sur le site de r~ception un controle permanent de 1 '6tat du canal peut 6tre effectug par
l'opdrateur. 11 dispose pour cela de la visualisation en temps r~el sur une console graphique de la
r~ponse iipulsionnelle complexe du canal et de l'affichage sur terminal alphanume'rique de tous les
param~tres de propagation inesur~s.

IV. RESULTATS EXPERIMENTAUX

Parmi les nombreux r~sultats obtenus avec l'analyseur de liaisons entre St Santin et Lannion,
nous proposons trois ichantillons illustrant les performances du systame de mesure et le caractare
fortement non stationnaire du canal ionosphdrique. L'interpr~tation g6ophysique des mesures portdnt sur
les temps de groupe r~sulte de 1 exploitation des ionogranxnes verticaux de Poitiers (point milieu de la
liaison) et de ceux de Lannion. Leur trac..iormation en ioi~ogramues obliques s'effectue selon le tndoraine
de Martyn, en supposant une terre sph~rique et une ionosph~re courbe (Davies, 1965). Un exemple de
transformation est fourni par la figure 5. L'op6ration consiste en une saisie de 1 'ionograimie vertical
sur une tablette 5 digitaliser (caract~re *) puis en une reprisentation en trait continu des modes "'o"
et "x' de la propagation oblique iquivalente. La fr~quence d'utilisation de la liaison est visualis&e
par un trait pointillg vertical.

Les figures concernant les trois premiers Echantillons de mesure pr~sentent l'6voiution au cours
du temps des param~tres suivants:

- temps de groupes (sans notion d'amplitude pour 6viter un masquage d'informnation par effet de
perspective), fig. 2a, 3a et 4a.

- amplitudes et temps de groupe, fig. 2b et 3b.

- d~calages frdquence Doppler (obtenus chacun sur 20 s d'intdgration) et temnps de groupe,
fig 2c et 3c.

1. Premier 6chantillon

La p~riode d'observation est situge bien apr~s le lever du soleil , le 16.06.1988 et la
fr~quence de transmission est de 7.83 MHz. Les trajets qui peuvent atre identifigs sur la figure 2a
sont:

- A 2.22 ins, le mode extraordinaire par la couche E (lEx).

- A 2.31 mns - 2.36 ins, nature des trajets plus d~licate 5 determiner. Il s'agit probablement au
mode 1 E0, et du bond par la couche E sporadique.

- Vers 2.60 mns, le mode extraordinaire par la couche Fl.

- Au dessus de 3.00 ins, le mode extraordinaire par la couche F2 et une r~flexiol du n1ame type
inais selon le rayon haut ou rayon de Pedersen. Vers 8 h 05, les deuy rayons se confondent en
un point correspondant a la frdquence maxiinale utilisable (MUF) sur le trajet.

L'observation de la figure 2b indique un fort niveau d'ainplitude moyenne pour la r~flexion 1EX
avec des 6vanouisseinents peu profonds. Le niveau revu via le mode 1Fjx est par contre plus faible,
allant jusqu a une extinction totale du mode. on peut egalement reinarquer une certdine correlation entre
les niveaux requs par les modes 1F, haut et bas, du moins jusqu'a 8 h 05. Un accroisseinent maximal
de l'ionisation test visible vers 8Th' 30 sur la couche F2. Plusieurs minutes apr~s son 6tablissement,
1 'amplitude du raycn haut devient de plus en plus faible permettant de confirmer 1 idhe g~rigralement
adinise que les rayons hauts sont plus att~nugs que les rayons bas.
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La figure 2c confirme la stabilitE dans le temps des modes propaggs par E et F1, puisque les
dicalages doppler qui leurs sont associgs sont tris faibles. La grande dynainique constatie sur les
rayons bas et hauts propaggs par la couche F2 est 6galement traduite par la prisence de d~calages
friquence DoPpler importants (jusqu'5 -1 Hz) et Evoluant rapidement au cours du temps. On peut ici
encore noter une certaine d~pendance d'3volution entre les traje"'s haut et bas.

2. Deuxiame 3chantillon

Recuelil le 10.06.1988, cet 6chantillon fait suite a une l6g~re agitation magn~tique (K Z5).
La friquence de transmission est de 8.24 MHz. De m~me que pour le premier 6chantillon, les divers
trajets de propagation identifies sont indiqu~s sur la figure 3a. L'interpr~tation de cet ichantillon
est toutefois rendue plus delicate par Vabsence d'6cho signalant la naissance des rayons hauts des
modes "o" et 'Y' de la couche F2 alors que 1Von observe tris bien leur disparition. Cet 6chantillon
met, lui aussi, en 6vidence la grande variabilit6 en temps des retards de groupe, et des amplitudes des
divers trajets d~tect~s. Les d~calages en fr~quence Doppler (cf fig 3c) prisentent des fluctuations
importantes au cours du temps et des 6volutions de type quasi-pgriodique peuvent 8tre discerndes.

3. Troisi~me 6chantillon

Cette p~riode d'observation fait suite 5 celle du 2iMme 6chantillon. Elle couvre 25 heures
d'analyse continue du canal. Les trajets identifigs sont indiqu~s sur la figure 4. Cet 4chantillon est
pr~senti pour situer les diff~rents modes de propagation en fonction de lVheure de la journe
(nuit/jour) et pour illustrer la variabilitg du retard de groupe par la r~gion F2, une fois que ce
mode 6tabli. Dans la premiire piriode entre 18 h et 22 h 30, on peut facilement isoler les dchos 1Fx
et IF0 et conclure que cette transition horaire nWest pas brutale. Vers 23 h, l'ionisation de la
r~gion F2 diminue rapidement et West plus suffisante pour assurer la propagation. Les nombreux 6chos
retenus vers 3 h-4h peuvent provenir de l'algorithme de traitement et non de micanismes de diffusion. 11
faut attendre 5 h, soit quelques heures aprds le lever du Soleil, pour voir r~apparaitre la r~flexion

1xet 6 h 15 pour la r~flexion YF0. La torme d'6volution alors obtenue est diff~rente et plus
simple que celle observde lors de la journee pr~cidente (cf. fig.3 a). A partir de 09 h 00, la densit6
de la couche F2 se stabilise et l'observation de ses 6volutions temporelles au cours de la journie
suggire deux remarques. La premi~re concerne la s~paration entre les modes o et x qui est comprise entre
0 et 0.1 ins. Cette plage de variation est confirmie par les ionogrammes verticaux de Poitiers qui
situent la zone de riflexion proche de la base de la r~gion F ,c'est S dire vers 300-320 km de
hauteur virtuelle. La deuxiame observation concerne la variabili1% du retard qui pr~sente plusieurs
oscillations de 0.1 a 0.3 ms avec une p~riode infirieure a une heure. Cette fluctuation est lige au
mouvement de la couche F2ainsi que le montre ]a figure 6 oa V'on a reproduit le retard mesuri avec
les deux paramn~tres foF2 et h'F2 S Poitiers.

L'616vation importante de la couche F2 a 12 h est fortement corr~ige avec un saut sur le
retard de groupe de 0.5 ms environ. Les bonds multiples sont pr~sents, en particulier 2FX avec -un
retard sup~rieur a 5 ms et une plus grande variabilit6 (z 1mis) que le IF. Ceci peut itre attribue a
l'altitude de r~flexion, plus glevge et donc momns stable qu'S la base de la couche. La separation o,x
est momns nette car le mode o n'est pas systimatiquement assurd en raison du niveau d'ionisation.

Enfin, apr~s 17 heures, tandis que la densitg de la couche F2 augmente, et que la hauteur
virtuelle diminue (cf. figure 6), on observe simultan~ment les trois premiers bonds de Id r~gion F2.
Les modes o et x sont alors distincts~ pour 2F, et 3F2' On constate donc que 6 a 7 rayons s~parables
en temps par l'analyseur de liaisons deterininent le niveau de champ re~u a Lannion, chacun avec un angle
d'arriv~e different.

V - CONCLUSION

L'amlioration de la qualitg et de la fiabilitg des communications dans la gamlie d~cam~trique
passe par une bonne caract~risation expdrimentale du canal de transmission ionosph~rique. Cette
caractgrisation peut 6tre pr~sentge soit sous forme de modales, soit s:)us forme de sAquences de r~ponses
impulsionnelles du canal. Pour y parvenir, un analyseur de liaisons HF a W diveloppg au CBET. Les
techniques qu '11 utilise pour le traitement de l'information doivent 6tre adapt~es au comportement Pon
stationnaire de la propagation ionosph~rique. Cette grande variabilitg en temps du canal est clairement
mise en 6vidence par les quelques risultats qul ont US pr~sentis. En consequence, un mod~le de canal
mieux repr~sentatif que les mod~les existants d W d~crit. 11 est actuellement en cours de validation
exp~rimentale. Pour contribuer a la construction de ce modle, une interpretation g~ophysique des
r~sultats est n~cessaire. Elle est effectu~e 3 lVaide Vionograines verticaux obtenus au point milieu
de la liaison. Cependant, la m~thode de tracg de rayons utilisge dans le cas pr~sent est un peu soniiaire
du fait d'approximatlons. L'utilisation d'un seul profil ionosphgrique tous les quarts d'heures, en un
seul point du trajet est 6galement insuffisonte du fait de la variabilitg temporelle du canal. De plus,
la prisence de gradients fait apparaftre ou disparaltre des modes de propagation. Elle modifie ceux d~jS
existants et rend ainsi il'nterpretation giophysique parfois difficile. 11 faut rappeler que la trajec-
toire est relativement courte et que des mesures sur des distances plus longues voire des latitudes
diffirentes ne feront certainement qu'augftenter le degri de complexitg de l'interpr~tation. En
conclusion, nous -nettons l'accent siur le caract~re performant de l'analyseur de liaisons dont les
mesures doivent pernmettre une meilleure representation du canal de transmission ionosphdrique mais aussi
un approfondissement des connaissances g~ophysiques sur le milieu.
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SUMMARY

Altnough high frequency (HF) communication systems have been used for many decades, these systems
are currently the subject of renewed interest, particularly in assessing the capabilities of the HF
channel with regard to wideband (of the order of 12-1000 kHz) signals. This interest has generated a
need for wideband HF channel propagation measurements and the development of wideband channel m9dels and
simulators.

This paper provides a brief review of recent work in wideband HF, discusses some limitations of
existing HF channel models, describes on-going work at the Institute for Telecommunication Sciences in
the development of a validated wideband HF channel model, and concludes with a discussion of key
technical issues remaining in the development of this model.

1. INTRODUCTION

Most high frequency (HF) ionospheric systems have traditionally had bandwidths of a few kilohertz
or less. The feasibility of HF systems with bandwidths of the order of 100 kHz to I MHz has been
investigated in a number of recent studies (1-14]. The HF Azimuth Diversity Propagation Experiment
conducted by the U.S. Air Force Rome Air Development Center has resulted in a large data base of
propagation data for polar ionospheric paths [15]. Experimental data are also reported by Basler [163
on disturbed skywave HF paths including polar, auroral, and equatorial regions. As can be seen from
these references, several different NATO countries are currently conducting research in the field of
wideband HF. The application of state-of-the-art digital technology to HF communications systems makes
new capabilities feasible, and in particular, the use of spread-spectrum technology for both HF
communications and over-the-horizon radar systems is of interest.

For communication systems, the. advantages of spread-spectrum technology are well known. These
advantages include low-probability-of-intercept (LPI) communications, interference rejection,
simultaneous operation of several transmittors in the same frequency band, and resolution of multipath
skywave returns. For HF radar systems, the use of wideband spread-spectrum signals results in improved
range resolution. Thus, both applications require the use of the widest possible bandwidth for a given
path, time of day, season, sunspot number, etc.

We need to be able to evaluate the performance of prototype wideband HF systems. Such performance
evaluation can best be attained through the use of channel simulation. The advantages of channel
simulators for the testing of communication systems are well known [17, 18]. The advantages include
accuracy, repeatability, stationarity, availability, parameter variation, and cost. Thus, a wideband HF
channel model that has been validated by wideband channel measurements is needed.

Figure I depicts the interrelationship between the required measurements, the wideband high
frequency (WBHF) models, and both hardware and software implementations of those models. The parts of
the WBHF modeling process are: the propagation model or channel transfer function, and the noise and
interference models. All parts of the WBHF modeling process will be discussed in this paper. Tho
models can be implemented in either software or hardware. Software implementations of the models are
useful during the system design phase of, for example, a wideband HF modem. If the HF system as well as
the WBHF models are implemented in a software simulator, the theoretical performance of various modem
designs can be evaluated. Hardware implementations of the models are useful in the performance testing
of the complete HF system hardware. A logical sequence of event3 would be the use of a software
simulator during the design phase of a wideband HF system and a hardware simulator to evaluate the
performance after the chosen design had been implemented into hardware.

2. BACKGROUND

Research programs in wideband HF have followed four parallel but strongly interconnected paths:

-development and field testing of experimental wideband communication systems

-channel noise and interference measurement and modeling programs

•wideband channel propagation measurement programs

-channel modeling programs

Clearly, the channel modeling programs depend on the availability of wideband channel propagation
measurements to ensure the validity of thi model. However, they are treated in this section as
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independent programs, because often the propagation measurement programs may not have the development of
a validated channel model as their primary objective. RathLr, the channel propagation measurement
programs tend to be oriented toward an enhanced understanding of the ionosphere. The tight coupling of
the wideband channel measurement and modeling efforts will be discussed in Section 6.

2.1 Wideband Communication System Experimentation
Early interest in the feasibility of wideband HF was reported by Belknap et al., in 1968 [19).

This early work addressed the problem of automatic compensation for Ionospheric distortions that result
from disprsion, multipath, and Faraday rotation. Analysis of data collected on an HF link from
Lubbock, TX to Stanford, CA showed the feasibility of equalization of the channel. However, real-time
channel equalization awaited the advent of LSI technology more than a decade later [2].

The status of wideband communication programs being conducted by the Mitre Corporation is
summarized by Perry et al. [1]. Important questions being investigated Include adaptive equalization
for wideband HF and the effect of 'interference excision on system performance [1-4. The programs
described in these papers do not appear to have the level of data collection needed for wideband
propagation modeling as their primary objective and will therefore not be addressed further in this
paper.

2.2 Channel Noise and Interference Measurement and Modeling Programs
The modeling and simulation of wideband HF noise and interference is an important part of the

process of performance evaluation of wideband HF systems. A number of HF interference measurement and
modeling programs in several NATO countries have been reported In the recent literature [20-27). The
measurements have resulted In the development of channel occupancy models. The applicability of these
models to wideband HF simulation will be discussed in Section 7.

2.3 Wideband Channel Propagation Measurement Programs
Numerous wideband HF channel propagation measurement programs are being conducted In the UnIted

States, Norway, and the United Kingdom [5-13). The apparent objectives of these programs are to provide
data useful for the understanding of the HF channel and for the eventual development of spread-spectrum
HF systems. These data are also critically needed for the development of a validated wideband HF
channel model. The channel probe described by Wagner et al. [5) has tne highest resolution of any of
the systems described in references [5-13). The Institute for Telecommunication Sciences has been
provided with wideband HF channel probe data through the courtesy of Dr. Wagner and the U.S. Naval
Research Laboratory. The use of these data in the development of a wideband channel model will be
described in Section 6.

2.4 Channel Modeling and Simulation Programs
Watterson developed a model of a narrowband channel in the late 1960's [28, 29). The structure of

this model is provided in Figure 2. The mathematical formulation of the model is:

H(f,t) - Ji ci(t) exp(-j2nrif) (1)

where for path I: ci is a bivariate, complex Gaussian function
Ti is the constant path delay

The summation in (1) is for a finite number of paths, each of which is assumed to have independent
statistics.

The Watterson model has been given by the CCIR [30). It has been implemented in several different
hardware and software simulators [18, 31, 33, 34], and has been used for HF modem testing [18, 32, 33,
and 36). Girault et al. [35) report an extension of the model for software testing of frequency hopping
systems.

Although the Watterson model was developed almost 20 years ago, it is still widely used and
recognized as being the best model for simulation of the narrowband HF skywave channel. Unfortunately,
it appears that with the passage of time limitations on the use of the model are sometimes forgotten.
Watterson [28, 29] very clearly explained the procedures he used in the validation of the model and its
limitations. Table 1 provides a summary of the data used in the validation of the model. Note that the
model has not been proven valid all of the time for channel bandwidths in excess of 2.5 kHz.
Furthermore, the model is limited to

-channels having time and frequency stationarity

-channels having negligible delay dispersion (e.g., no spread-F)

-channels having only a low-ray path

LeRoux et al. [37) question the adequacy of the model for a number of important cases (e.g., when the
path is nonstationary in time).

The limitations of the Watterson model, particularly in regard to its validated bandwidth, and the
recent interest In wide bandwidth HF have provided motivation for researchers in a number of
organizations to investigate either extensions to the model or entirely new models [38-41).
Serrat-Fernandez et al. [38) propose a slight modification of the Watterson model in which the Gaussian
shape of the Doppler spectrum is replaced by a Butterworth shape. The assumption, valid for narrowband
models, that the group delay (ti) is not a function of frequency is one area of current interest.
Clearly, this assumption does not hold for wideband HF. The methodology for modeling this and other
parameters for the wideband case is the target of research [39-41], and the subject of the remainder of
this paper.
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3. ALTERNATIVE APPROACHES TO WIDEBAND CHANNEL MODELING

The Institute for Telecommunication Sciences has investigated three alternative approaches to the
development of a wideband channel model:

-model based on scintillation theory
-Tap Delay Line or Extended Watterson Model (EWM)
* Ionospheric Parameters Model (1PM)

Each of these three approaches will be briefly described in Sections 3.1 through 3.3. The Ionospheric
Parameters Model will be discussed in detail in Sections 4 through 6.

3.1 Scintillation Theory
Theoretical understanding of radio-wave propagation in the HF band has been based on a number of

models for the ionosphere. Ionospheric models that depict the spatial and temporal variations of the
refractive index have evolved through many stages. They include the earliest smooth, unperturbed,
stationary, and layered models [42, 43] as well as the more recent irregular, disturbed, turbulent, time
variant models [44, 45].

The latest characterization of scintillation theory as applied to HF radio-wave propagation is
found in [46-48]. These papers combine lengthy mathematics w.th many justified and simplifying
physical approximations.

To summarize the application of scintillation theory to radio waves in a turbulent ionosphere, the
theory starts with assumed properties for an irregular ionosphere mode (i.e., a layer with a given mean
square of refractivity index fluctuations and its wavenumber spectrum). For a CW signal, the
application of scintillation theory leads to the following quantities:

-the second order characteristics of the received phase fluctuations in time

-estimates of the nominal HF channel correlation bandwidth

-the angle of divergence of the received rays with respect to the direction of arrival

-fading correlation distance at the receiver

-twinkling correlation distance at the receiver

*quasi-period of fading

-quasi-period of twinkling

In the above list, the term "twinkling' deserves a comment. Following the terminology of Booker
et al. [46, 48], fading and twinkling can be viewed as two separate facets of signal scintillation.
Twinkling is a slow modulation of the typically much faster fading of the signal. Theoretically
estimated twinkling periods range from a few minutes to an hour, while those of fading range from a
fraction of a second to several minutes.

Real data are needed for the wideband HF channel modeling and simulation program. The data confirm
how the ionosphere affec.s wideband signals, while the theory strives to explain and to define a
physically and logically acceptable framework. The central role of experimental measurements is
depicted in Figure 3. Data resulting from these measurements are needed both for the confirmation of
scintillation theory and for tne validation of a wideband HF channel model. The direct application of
measured wideband HF propagation data to the development of a validated wideband channel model is
emphasized by the solid lines. The role of scintillation (as shown by the dashed lines) theory should
be to more fully characterize the turbulent ionospheric medium rather than to form the basis for a
channel propagation model.

3.2 Tapped Delay Line Model
Let H(f,t) be the time-varying channel transfer function. The customary models for H(f,t), at

least for its narrowband version, are those of a tapped delay line. An example Is

H(f,t) - iHi(f,t), (2)

where

Hi(f,t) - A(f)ui(f,t)exp[-j2rri(f)f]. (3)

Here one assumes

index I identifies individual multipath modes.

Ai(f) is a real, nonnegative, amplitude of the i-th mode. It depends on frequency, but not on
time.

* ui(f,t) is a complex, bivariate Caussian, random process with zero mean and statistically
independent real and imaginary parts. It depends both on time and frequency.

* ti(f) is the path delay for the i-th mode. It depends on frequency and has been called the
dispersion slope.
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For narrowband HF, where bandwidths usually do not exceed 3 kHz, it has been justified (29] to
replace Aj(f), ui(f,t), and Ti(f) with their constant (frequency insensitive) versions ci and ri,
respectively. Since the constant parameter model for narrowband HF has been referred to as the
Watterson model, the wideband manifestation of (3) may be viewed as an "extended Watterson model."

A wideband variation of the Watterson model has been used by Malaga [39J. Other variations, also

suitable to the wideband case, include the representation

Hi(f,t) - Ai(f,t)exp[-j2nTi(f,t)f], (4)

as proposed by Barratt and Walton (40). Note that if Ti(f) is identified with the time-average of
i(f,t), and the deviation ri(f,t)-ri(f) is made a separate factor, then this form agrees for all

practical purposes with the model defined by (3).

A complete channel model requires numerical values, parameter ranges, and functional dependencies.
These can be obtained mainly through channel propagation measurements such as those reported by
Wagner (6-9).

One approach to the development of a wideband channel model would be to attempt to fit wideband
channel probe data to the proposed wideband channel transfer functions given by (3) or (4). This would
result in a channel simulator having the functional structure of a tap delay line as shown in Figure 2.
Although this approach is appealing and could possibly be achievable, some difficulties are expected.
As noted in Section 2.4, the Watterson model was validated for only a limited set of propagation
conditions. One problem is finding a representation for the tap gain multipliers, ci(t), of (1). Even
for a narrowband HF channel, measured propagation data could be fit to a Gaussian distribution only
under very limited conditions. At times an adequate fit could be obtained only for a 2.5-kHz bandwidth
(see Table 1). Therefore, the likelihood of finding a distribution that would fit the measured data for
much wider bandwidths (100 - 1000 kHz) is low. Additionally, the Watterson model was validated only for
stationary, stable conditions.

The above limitations provided motivation to seek an entirely new approach to the HF channel model
development process. It is desirable that the model be capable of adequately representing the channel
for a wide variety of propagation conditions, not just stationary, stable conditions. The modeling
approach we have taken is outlined in Section 3.3 and discussed in detail in Sections 4 through 6.

3.3 Ionospheric Parameters Model (IPM)
The Ionospheric Parameters Model, which will be described in more detail in Section 4, is a model

that relatio the quantities of the transfer function to actual physical parameters of the ionosphere.

In any wideband HF simulation model, the relationship between delay time and frequency is of major
importance. The frequency components of a pulse reflected from the ionosphere arrive at the receiver
with different delay times, thus causing a distortion of the original pulse shape. For narrow
bandwidths (e.g., 3 kHz), the effect of the delays (caused by frequency dispersion) on the shape is
negligible. However, there can be considerable effect on signals having bandwidths of the order of
100 kHz or more [6]. If a true impulse could be transmitted, the impulse response would have a very
broad shape because of the delays encountered by all the frequencies in the "infinite" bandwidth. An
indication of the broadening of the impulse response can be obtained from the examination of a typical
ionogram (see figure 5a).

A disadvantage of the Extended Watterson Model approach is the difficulty of getting quantitative
estimates for the delay time/frequency relationship. A suggested procedure is to measure the slope of
an ionogram trace over the bandwidth of interest. This works as long as there are stable conditions and
the noise threshold is fairly constant.

The Ionospheric Parameters Model approach provides an analytic expression for the delay-frequency
relation that serves as a long-term median or deterministic base around which statistical variations can
be added. The analysis is based on a well-known electron density model and can be related to the
physical parameters for each of several ionospheric layers. Thus, it is a varable base applicable to
many different seasons and locations and can utilize the extensive information fund already available
concerning the deterministic and statistical characterizations of ionospheric parameters.

The use of an analytic expression for the phase was suggested many years ago in a paper by
Wetzel (50) in which he assumed a parabolic layer model for the electron density profile. As is well
known, the parabolic model provides a fairly realistic description of a stable ionospheric layer;
however, the equation relating delay time and frequency requires iterative procedures to evaluate. On
the other hand, the corresponding equation derived for the IPM is an explicit expression for the
frequency in terms of the delay time. The following section describes the mathematical derivation of
the channel transfer function for the IPM.

4. TRANSFER FUNCTION FOR THE IPM

In this section, we show how the IPM transfer function for a single mode is developed to obtain the
phase 0 and delay time 0' for vertical incidence. The extension to oblique incidence is then discussed,
and the key relationship between frequency and equivalent height h is derived.

A symbolic representation of the transfer function H(w,t) of an ionospheric reflection channel can
be expressed as

H(w,t) - 1i HI(Nt), (5)
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where Hi(w,t) denotes the transfer function of a particular path or mode in the channel, and w - 2zf is
the (angular' frequency. Variation of the ionosphere's physical constituents over time is represented
by the symbol t. In most of the 4ollowing discussion, the derivations refer to a single path or mode,
and the subscript i is suppressed.

In the present case, the transfer function is formulated as the summation of reflection
coefficients R(w) - Hi(w), t constant, associated with the different layers of the ionosphere. In
general the coefficients depend on electron density, collision frequency, geomagnetic field, and the
geometry of the propagation path. If all of these quantities were constant over time for a given
channel, then the transfer function and, thus, signal response could be evaluated deterministically
because of the stable conditions. However, a model applicable to actual channels requires a statistical
description due to time variations of the physical processes. The utility of the model will be enhanced
if the deterministic base, around which the statistical variations are applied, can provide "long term"
or median values apprbp'riate to a wide variety of propagation conditions. A deterministic base for the
wideband model that provides a fairly realistic description of the ionospheric reflection process can be
obtained from the following considerations.

For the case of no magnetic field and negligible electron collision frequency, the W.K.B. solutions
to Maxwell's equations for the electric field E can be expressed as [43, pp. 133-136)

E(z) - A exp{+jkfdz), (6)

where A is a constant, k - 2nf/c is the wave number, z is height above ground, and P denotes the index
of refraction of the ionosphere. UnGer the present &ssumptions, v may be given the form

1 - (1-(fN/f)2) /2 , (7)

wh'"e IN, the plasma frequency, is a function of height and ionospheric layer parameters.

The minus and plus signs in (6) correspond to upgoing and downgoing waves, respectively, and if
reflection occurs where i - 0 at the height zo, then the reflection coefficient R is

R(w) - exp(-j2kfOpdz) a e-JM(), w - 21f. (8)

Thus, by choosing an appropriate function for the plasma frequency, we can obtain a deterministic base
for the transfer function of (5) through the relation

Hi(w,t: constant) - Ri(). (9)

A model that has been used to approximate the electron density profile of a single ionospheric
layer is the sech2 model [43, p. 156):

f - f2 sech2 ((zm-z)/2u), (10)

where fj is proportional to the electron density and a is related to the thickness of the layer. The
maximum electron density occurs at the height zm and, this, f denotes the penetration frequency for
vertical incidence. By varying the layer height, thickness, and maximum electron density parameters of
the sech2 model, one can approximate a wide variety of single layer configurations. In terms of the
refractive index U, O(w) and its derivative, *' z do/dw, become

* - (2/c)wfzo[l-(fp/f)2sech2((zm-z)/2o}]l/2dz. (1a)

' (2/c)Ifo[1-(fp/f)2sech2((zm-z)/2o}l /2dz- (11b)

The integrals in (1a, b) are known respectively as the phase height h(f) and equivalent (or virtual)
height h(f) of reflection, (The usual notation for equivalent height is n', but we here reserve the
prime to denote differentiatioi). Both integrals are expressible in closed form through the change of
variable

sinh((zm-z)/2o) - Co cosh x, Cg z (fp/f)2-1, (12)

resulting in

h(f) - 2ex1 , xI - cosh-1(sinh(zm/2u)/Co), (13a)

h(f) - 2o[xl-(fp/f)tanh-i((f/fp)tanh xl)]. (13b)

If we impose the conditions ho z zm >> 2a and h(f) >> 2o, then the heights of (13) approximate to

h(f) - ho-oln((fp/f)2-1), (14a)

h(f) - h(f)-(fplf)ln((fp+f)l(fp-f)), (14b)

where use ha3 been made of the relationships between inverse hyperbolic functions and the logarithm.
Thus, explicit expressions for (11) are given by:

O(W) - wto-a[wln{(up/w)2-1}+wpin((wp+w)/(w w))], (15a)
(vertical incidence)

VW z dO/dw - to-aln((wp/w)2-1j, (15b)

to - 2ho/c, a - 2W/e. (15)



The above discussion has assumed vertical incidence, with the signal being transmitted and received
at the same site. The problem of timing the frequency components of a pulse over an oblique path of
distance D between terminals is resolved by applying the theorems of Breit and Tuve and of Martyn [51,
pp. 220-226]:

P(w) - D/sin8I , (Breit and Tuve) (16a)

h(w) - h(ov) - h, (Martyn) (16b)

w - wV sec81 - wv(1+(D/2h)2) /2 , (16c)

where 81 is the Incidence angle of the ray (for vertical incidence, 61 - 0), and P(o) is the equivalent
path for the w component, i.e., the distance from the transmitter to the reflection height h and back to
the receiver. The notation wv refers to the frequency associated with vertical incidence.

From (14a) the relationship between wv and h is seen to be

wv - wp[1+exp{(ho-h)/a}]-l/ 2 , (17)

and from (16c) it follows that

W - wp{1+(D/2h 2)1 12 [1+exp((hoh)/o} 1-1/2 . (18)

Thus, if for notational convenience, we introduce the functions

v - v(R) - 1+(D/2 h)2 , 6 = 6(R) - 1+exp((ho-h)/o), (19)

then the travel time over the oblique path of that component of the signal with angular frequency w is
given by:

FWe- (2c) sece - (2r/c)(v)112 , (20)

and the relationship between w and the equivalent height E is

w= wp(v/6)1 /2 . (21)

The reflected travel time is associated with the first derivative of the phase in the reflection
coefficient (8):

*'( - di/dw - F(w)/c - (2h/c)(v)1 /2, (22)

and, in fact, (22) reduces correctly to (15b) In the case of vertical incidence (D - 0). In the general
case of oblique incidence, the phase function,

ON) " J'(c)dw, (23)

must either be evaluated numerically or approximated by simpler functions, the latter alternative being
used in the present computer implementation of the simulation model. Because of space limitations, the
specific equations cannot be given here but can be found in [52).

Equations (21) - (23) for w, 0', and € can be used to compute a deterministic base for each term of
the transfer function (5) by setting HI() - Ri(w) as in (9). It is important to notice that the
statistical variations with time of the physical parameters ho , a, and fp provide the t dependence of
the channel transfer function.

5. PULSE RESPONSE FOR THE IPM

For a received signal Er(T) normalized by a constant amplitude Eo, the pulse response for the

attenuation A(T) may be written as

Er(T)/Eo - A(T) - (1/2s)J 'ST(w)H()SR()eJ'dw, (24)

where ST(w), SR(w) denote the source and receiver frequency responses and H(w) is the channel transfer
function. In order to test the adequacy of a model for the transfer function, it is desirable to
cnmpare the predicted pulse response from (24) with actual measurements. Most pulse sounders measure
only the group delay of a propagating mode, resulting in the usual ionogram trace of time delay versus
frequency. The recently developed NRL Channel Prober [5-9) measures group delay, amplitude, and delay
dispersion for wideband or narrow-band pulses and for either vertical or oblique incidence. Thus,
results from this instrument can be used to investigate the usefulness of a proposed model.

It is not possible In general to represent the integral of (24) in closed form, and some type of
approximation is necessary. Numerical integration, using a Fast Fourier Transform, is usually adequate
if one is restricted to lower frequency components, but this becomes unwieldy at higher frequencies.
The most satisfactory solution, at least for a model based on a sech2 electron density profile [53) is
the method of stationary phase. This approach takes advantage of the fact that the major contribution
to the Integral occurs near those frequencies where the first derivative of the phase of the integral
equals zero (54, pp. 139-141]. When applied to (24), the result is

A ( )- 0o F ( w ) 1 2 ., 0 , U ) 1 -/ 2 e J { ( Uo~ ) - o O, ( o ) + / 4 } ,2 5wo, ~ ~ ieO - ,(25)
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where F(w) - IST()H(N)SR()I, (26a)

OW - arg ST(w)+arg H(w)+arg SR(w), (26b)

V' (o) + T - 0, (26)

and the primes denote differentiation with respect to w. The summation is over all values of wo that
satisfy (26c).

The stationary phase method yields a good approximation to the pulse response as long as F(w) is
not oscillatory near the roots u - o0. For the comparison examples presented here, IH(w)I is nearly
constant over the whole frequency range of interest. The receiver frequency response is assumed to be
ideal in the sense that its only effect is to place a constant valued "ceiling" and "floor" on the
received signal amplitude. The source pulse is taken to be Gaussian shaped with an arbitrarily chosen
pulse width and center frequency. Other source and receiver responses may be assumed, of course, but
their numerical behavior must follow the above qualifications if (25) is to be used.

A display of the pulse response can be shown in a three-dimensional format equivalent to the NRL
Channel Prober outputs in Wagner and Goldstein [6). The amplitude is plotted versus time delay and
center frequency of the source pulse resulting in a three-dimensional ionogram. The receiver threshold
and AGG are simulated by the receiver "floor" and "ceiling" mentioned above, and the threshold level
that is chosen can affect the width of the received dispersed pulse.

In the present comparisons, we set arg ST() and arg SR(w) to zero and assume H(a) - exp{-J4(w)I.
The expressions used in computing an impulse response then depend on the input parameters representing
the layer height and thickness (ho and o), the penetration frequency fp, and the path distance D. A key
relationship that describes the trace of a delay time versus frequency (T vs f) record can be derived
from (21), (22), and (26c):

h - ((c/2)2-(D/2) 2)1 /2 , (27)

WT . ap[VT/6, }1/2, (28)

v v(h), 61 4. 6(), (29)

with v and 6 given by (19). For a given value of -, w. can be found from (28). Alternatively, one
could choose w., and kaen compute the corresponding delay time T, although in this case, a root-finding
procedure is necessary to calculate the equivalent height hT. Note that the minimum T must be greater
than D/c, the time taken to transverse the straight line distance between terminals.

A maximum frequency wM occurs as E, in (28) increases. This maximum, called the MUF, is given by

WM - (0p{vM/6M}1/2 ,  (30a)

VM M V(hM),6M M 6(hM), (30b)

hM - hn+1 " ho+oln[(hn/2Ou)1+(2hn/D)2)-], (31)

hi - ho, n - 1, 2. ...

This procedure works reasonably well as long as D is not too near zero and ho > 2o(0+ln(D/4o)). At
vertical Incidence, wM approaches an as h goes to infinity. At oblique incidence, signal components
are reflected back to the receiver Prom two different heights, giving rise to the so-called low (hrj<M)
and high (h >hM) rays. Components at frequencies greater than wM usually pass on through the
ionosphere, although returns caused by scattering processes are sometimes received at higher
frequencies.

The (deterministic) pulse response for a single ionospheric layer, assuming the IPM, can be put in

the form

A(r) - IST(a)fH(ax)SR(w-r)SR(a )Ieje(wt), (32)

where ST and SR are determined by the source and receiver, and H and 6 are explicit functions of WT,
which in turn depend on ionospheric physical parameters. (The derivations of H and 0 are described in a
forthcoming report £52).) Statistical variations of the pulse response are the result of variations
over time of these physical parameters. Some examples in the comparisons later show now the IPM can
simulate time variations.

Equation (32) provides a deterministic base or statistical mean of the response for a given
ionospheric layer configuration and propagation path distance. As the path distance goes to zero, the
response reduces to the values expected for vertical incidence, and the high ray disappears. In
addition to the pulse response, (27)-(29) can be used to plot delay/frequency traces similar to the
displays of ionograms.

The total response at the receiver is, of course, the sum of pulse responses from all reflections.
These may be caused by multiple layers in the ionosphere or by multihops from one layer. Modifications
to the single-mode amplitude may be introduced to account for the effects of ground reflections or
absorption by intervening layers, although no explicit factor has been used in the comparisons that
follow.
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The influence of an intervening layer on the trace of an ionogram can also be simulated in the
present model, but this is not yet included in the current pulse response computer program. For
instance, if an E layer is present, frequency components that pass through and then are reflected back
from the F layer show a characteristic retardation near the E layer critical frequency fpE. This can be
accounted for in the model by adding an E layer term to (14a):

-= ho-oln((fp/f)2-1}-EElnI(fpg/f)2-lI, fpE < f < fp. (33)

Ah indication of the merit of (33) is shown in Figure 4, which compares the equation with an actual
data sample. The measured points (denoted by X) are taken from Figure 4(a) of CCIR [55) and represent
measurements from an ionogram recorded at Argentine Islands in the fall of 1958. The penetration
frequencies, a's, and ho were found by a simple fitting procedure to the measured ionogram:

ho  a fp OE fpE

260 34.0 8.2 39.3 2.4

The model appears to provide a reasonable fit to the actual ionogram.

In summary, we have that the required inputs to the IPM are the path distance and the ionospheric
parameters of layer height, thickness, dnd penetration frequency. If one desires to simulate a
particular ionogram, these values can be obtained by a fit of the analytic functions to the measured
data. Also required are source and receiver characteristics as expressed by their frequency responses
or appropriate approximations. The output is the amplitude and phase of the pulse response.

6. COMPARISONS OF MEASUREMENTS WITH IPM

Figure 5 reproduces an ionogram from the NRL Channel Prober taken over a 126-km path in southe.-n
California £6]. At the time this ionogram was recorded, the instrument was operating as a narrowband
(125 kHz) sounder with the amplitude limited to eliminate most of the noise. A simulation of the
one-hop F2 layer return is presented in Figure 5b showing the 0- and X-modes and the crossover that
occurs before the critical frequencies are reached. No knowledge of the actual layer conditions was
available, so the simulation inputs were obtained by fitting the analytic functions to the measurement
traces. For the ordinary mode, the results were: fp - 12 MHz, a - 30 km, ho - 260 km; for tne
extraordinary mode: fp - 13 MHz, a = 28 km, h0 o- 275 km. The model appears to provide a reasonable
simulation of the return, at least as a reference base. Because of stable conditions during the
measurement period (a fall morning), statistical effects are of minor importance.

Figure 6 reproduces the wideband (1 MHz) response at a center frequency of 5.5 MHz. A slow
variation of ionospheric conditions occurred over a 10-minute interval of the measurement. This time
variation could be interpreted as either a variation of the layer height with time or, perhaps more
likely, the result of gravity waves. In any event, the effect of the time variation of the ionosphere
can be simulated by the IPM by a time variation of the IPM parameters. Both the 0- and X-modes show a
slight variation of delay time, and this is achieved in the model by varying the height input ho . The
different delay widths of the two modes are obtained by fitting to the measured data. The cause of the
differences in the O-mode and X-mode delay widths in the measured data is unknown, but is thought to be
due to X-mode attenuation of the leading edge of the X-mode return. The cause of the null near the
beginning of the ordinary mode response is unknown, and no attempt has been made to duplicate this in
the simulation.

The applicability of the model to multiple returns is investigated in Figure 7, which shows a
simulation of an ionogram taken over a 2600 km path from Colorado to New York. Three modes were assumed
in the simulation with ho values of 300, 400, and 520 km. Since there was no indication of what the
layer thickness might be, 0 - 30 km was used in all three modes. Junction frequencies were estimated
from the measured ionogram, and from these were obtained approximate values for fp: 7, 6.8, and
7.3 MHz. X modes were assumed in the high rays of both the first and third returns, so these inputs
varied slightly from the O-mode inputs. A simple random function was introduced into the pulse width
parameters of the second return and the X-mode of the third return, the purpose being only to see what
effect this would have on the delay dispersion.

Simulation of Z-mode propagation, along with the 0- and X-modes, is shown in Figure 8. The
measured ionogram is from Reber (56], and the simulation (of the lower traces) Is achieved by assuming
three different values for the penetration frequencies and layer heights. The values used in the
simulation of the lower trace are fp(MHz) - 4.5, 5.3, 5.8, and ho(km) - 284, 300, 308. The comparison
displayed here emphasizes the importance of having a realistic frequency-delay time relationship in any
model purporting to simulate wideband communication. Whether evaluating modems, protocols, or systems,
a model restricted to stable configurations and slowly varying frequency ranges will not allow an
adequate testing of performance under the wide variety of conditions encountered in actual practice.

The so-called "pulse prints" of the NRL Channel Prober can be simulated by the IPM if the phase
term in (32) is modified to include the Prober signal detection process. The phase of the received
signal is mixed with a local oscillator signal at the appropriate carrier frequency fc and, after
filtering and further processing, a translated and modified phase o is obtained. An analytic expression
that simulates the pulse print pattern is

O(f,t) - ;(f,to)+(do/dt)t

- 2K(f-fc)(TTc)+2wfDt, (34)

where -c is the delay time associated with fe and K is a constant dependent on the response width for a



6-9

given mode. The Doppler frequency, cD - do/dt, is a function of the time variations of layer height and
penetration frequency.

Figure 9 presents the simulation of a pulse print obtained by the NRL Prober (61 over the same path
as in Figure 5. Both the 0- and X-modes are shown, but the simulation extends only over the first
30 seconds of time. The print represents the positive portion of the in-phase component of a signal
received on a winter afternoon, and the mode Doppler frequency is constant over the time interval shown.

7. APPROACHES TO MODELING AND SIMULATION OF NOISE AND INTERFERENCE

Taking into account the effects of noise and interference is an important part of assessing the
performance of any radio system. In this section, we begin by briefly reviewing the noise and
interference models currently in general use. Then we propose a noise and interference model for the
wideband HF channel and discuss approaches for the inclusion of noise and interference in a wideband HF
channel simulator.

7.1 Noise Models
Noise and interference processes can be categorized into two general types: Class A and Class B.

Class A processes are those for which the bandwidth of the noise is comparable to, or less than, the
bandwidth of the receiving system, i.e., noise pulses that do not produce transients in the front end of
the receiver. Examples of Class A noise are narrowband processes composed of intentionally radiated
narrowband signals and various kinds of unintentionally radiated man-made noise. Class B processes are
defined to be those for which the bandwidth of the noise is greater than the bandwidth of the receiving
system, i.e., noise pulses that produce transients in the receiver. Class B noise is composed of
broadband processes such as atmospheric noise from lightning and various forms of man-made noise such as
automotive ignition noise.

The theoretical determination of communication system performance in the presence of noise and
interference requires a mathematical model of the noise and interference. The main problem has been to
develop a model that is consistent with all of the available measurements and that is physically
meaningful; that is, it can be directly related to the physical mechanisms giving rise to the noise.
With a few exceptions, none of the models developed to date satisfy both these criteria. Noise models
can be grouped into two general categories: empirical models, which are designed to fit certain
measured statistics of the noise, and physical models, which represent the entire noise process itself.

Nearly all of the existing noise models are for Class B noise (atmospheric noise and certain forms
of manmade noise), an historical summary of which has been provided by Spaulding [57, 58). Probably the
most widely recognized empirical model for atmospheric and certain forms of man-made noise is that
specified by the CCIR [59, 60]. This model provides the exceedence probability of the received noise
envelope as a function of the "voltage deviation" parameter Vd, which is the dB difference between the
average and rms voltages of the envelope. Since atmospheric noise is impulsive in nature, its
statistical properties, unlike Gaussian noise, depend upon the receiver bandwidth. However, results on
the effects of bandwidth on received atmospheric noise have been given by Herman and DeAng-lis £61).

Another well-known model for atmospheric noise, which is mathematically simple, is a modeldeveloped by Hall £62). The Hall model has two parameters, 8 and Y, and is given by

PZ~z) - (5 /[ 2 8]e/ (35)

and y-(36)
P[EEo] -E+y 2 )(0-1)/2

where pz(z) is the probability density function (pdf) of the received instantaneous amplitude z
correspondtng to the noise process Z(t), and P(E>EO) is the cumulative distribution of the noise
envelope, or amplitude probability distribution (APD).

In a series of papers, Middleton [63-65] has developed physical-statistical models of the entire
noise process for both Class A and Class B noise. These models are based upon the physical processes
responsible for the noise, are canonical (the mathematical form of the models does not change for
different physical situations), and are mathematically difficult to derive. The pdf for the Middleton
model for, Class B noise is

.e- /Q -j L) m _m_/ma+1\F (a 2 z (7
pz(z) 5- _m I Q 2 2

where IFI Is a confluent hypergeometric function. The paramdters a and A. are related to the physical
processes causing the noise and n is a normalization parameter. The corresponding expression for the
APD is 2 2 '

P(E > E-) - eO _ (I+ -"'a) IF I (I--; 2; (38)

0 E 9 o.

Middleton has ohown [64] that this Class B model approximately reduces to the Hall model for certain
values of the parameters.

For Class A noise the only model developed to date is the Middleton Class A model. This model is
given by
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610 P (z) - e-A 

Am e-z2/2o2
PZ(Z " -A mO m, m  m,(39)

m-0 m!Vi.32

where
02 = m/A+r' (40)

m 1+r11

and

P(E>EO) - e-A m oT m. (41)

The model has two parameters, A and r'. A is related to the impulsiveness of the noise, and as A
becomes large (>10) the noise approaches narrowband Gaussian noise; r' is the ratio of the energy in
the Gaussian component of the noise to the energy in the non-Gaussian components.

To date the Middleton models are the only noise models which have been physically derived and show
agreement with a wide variety of measurements. For a large number of comparisons of the models with
measurements and for a review of other noise models, see Spaulding and Middleton [66).

7.2 Wideband Noise and Interference Modeling and Simulation
As discussed above, noise and interference models fall into two general classes: empirical models

and physical-theoretical models. However, from the point of view of predicting system performance and
designing optimum detectors, a model based upon the physics of the noise process is preferable to an
empirical model because of its greater flexibility. For Class A noise, the only model is the Middleton
model, which is analytically quite complicated. However, over bandwidths on the order of I MHz, one
expects to encounter many (perhaps hundreds) narrowband HF interferers. In the limit of large
bandwidth, it can therefore be argued that one expects the Class A noise to be approximately described
by a Gaussian process as a result of the central limit theorem, assuming the noise is not dominated by a
few noise sources. This approximation corresponds to truncating the Middleton Class A model after
one term.

In the ease of Class B noise, it is not so clear ...at the above argument can be applied,
particularly if the noise is dominated by a few impulsive processes, for example, noise pulses from
lightning in a local thunderstorm. However, as pointed out above, the Middleton Class B model
approximately reduces to the Hall model for atmospheric noise for certain values of the model
parameters. We therefore propose describing wideband noise and interference as a combination of a
Gaussian process and the Hall model.

Since a zero-mean Gaussian process is described by one parameter (the variance or rms deviation)
and the Hall model is described by two parameters, the proposed wideband model contains a total of
three parameters. If one fixes the Hall model parameters with those values for which it approximates
the Middleton Class B model [63), the total number of parameters is reduced to one.

The verification of this proposed model by comparisons with measurements is currently under
investigation. In this connection, an empirical wideband HF noise and interference model based on
measured data has recently been proposed [26]. This model Js a spectral occupancy model that describes
the fraction of spectral resolution cells in which the power exceeds a given threshold as a function of
that threshold. It can also be viewed as the probability that a given power level is exceeded as a
function of power level. Figure 10 is a schematic illustration of this model, in which the logarithm of
the exceedence probability is plotted as a function of power level on a log-log plot. The point we wish
to make is that between a minimum power level (corresponding to the noise floor) and the maximum
observed power level the plot is linear, as suggested by the data. Moreover, it can be shown that, for
sufficiently high power levels, "Hall noise" leads to an approximately linear relationship between
exceedence probability and power, when plotted on a log-log scale. On the other hand, Gaussian noise
leads to a logarithmic relationship on a log-log scale. In Figure 10 the occupancy models arising from
pure Gaussian noise and pure "Hall noise" are also shown. Current studies are directed toward obtaining
an expression for the spectral occupancy of combined Hall plus Gaussian noise.

In order to simulate the noise and interference, one needs a model for the time statistics as well
as amplitude statistics. For, his model Hall also developed expressions for the average rate of envelope
crossings and distributions of pulse width and pulse spacing. For LF atmospheric noise the model showed
good agreement with data for the envelope crossing rate but poor agreement for pulse width and spacing.
In the case of HF noise, the predictions should be checked with wideband HF measurements, similar to
those performed by Coon et al. [66) In the case of narrowband HF noise. Measurements of the time
statistics are important not only for model verification, but for system planning as well. For example,
both amplitude and time statistics are needed to obtain distributions of the duration of unoccupied
channels, which is of practical interest.

8. CONCLUSIONS AND FUTURE WORK

The initial motivation for the investigation of a new HF channel model was the interest in wideband
HF systems for both communications and over-the-horizon radar applications. The Watterson model was
validated only for narrowband (less than 3 kHz) channels and is, therefore, not applicable to the
modeling of the wideband HF channel. Further motivation for the development of a new HF channel model
is due to the limitations of the Watterson model, which are

-channels having time and frequency stationarity
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-channels having negligible delay 
dispersion (e.g., no spread-F)

-channels having only a low-ray path

As noted by LeRoux et al. [373, the CCIR HF channel model [303 is representative of the HF medium
in only a limited number of cases. The Watterson model, and simulators based on this model, have
provided a powerful means for the laboratory evaluation of narrowband HF communication systems.
However, ths limitations on the model restrict the generality of the test results obtained from such
laboratory testing.

A new approach to HF channel propagation modeling is reported in this paper. The objective of the
Ionospheric Parameters Model (IPM) project is to develop a model that can be used for the wideband HF
channel. The model can also be used for modeling the narrowband HF channel but is less restrictive than
the Watterson model. The deterministic portion of the model is complete. Good results have been
obtained in the comparison of the model output with measured wideband channel probe data for a variety
of propagation conditions.

The next step in the model development methodology is to add the time-varying statistics to the
deterministic base reported in this paper. After the time variations are added to the model, it must be
subjected to the same statistical validation techniques used by Watterson [28, 29] in the validation of
the narrowband model.

The software implementation of the IPM model is straightforward. Less clear is the functional
structure of the model that can be readily implemented in a hardware wideband HF channel simulator.
This issue is under investigation.

Modeling of the noise and interference for a wideband HF channel is equally important. An approach
for this part of the wideband model was outlined in Section 7. Work remains in validation of the
noise/interference model through the use of wideband noise and interference measurements.
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Table 1. Validation of Watterson Model

Valid

Sample Period Tx. Frequency (MHZ) Bandwidth

1 13 minutes (daytime) 9.259 MHZ 12.0 kHZ

2 10 minutes (daytime) 9.259 MHZ 8.0 kHz

3 13 minutes (evening) 5.8611 MHZ 2.5 khz

One path: Long Branch, IL, to Boulde", CO (129h km)

One season: November, 1967

Data were chosen that "seemed most nearly stationary in terms of fading rates,
model time delays, and average power In the modes" (28).
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DISCUSSION

J.S. BELROSE

I am absolutely astonished by the assumptions you have made to model

propagation, viz no magnetic field and no collisional damping of the wave.

Polarization fading, magneto-ionicfading,deviative and non-deviative absorption

are such fundamental parameters that they cannot be neglected in any realistic

modelling. A further comment,anX-mode trace was modelled, but with no magnetic

field there would be no X-mode. This is curious, and particularly sincl you

seem to show a very detailed correlation between your model and

sophisticated ionospheric probe data.

Could you clarify ?

AUTHOR'S REPLY

It must be remembered that the IPM is a simulation model and not a propagation

prediction model. The IPM should be considered in the same manner as the

narrowband Gaussian-based simulation models, i.e., such things as X-modes

and collisional damping are described by model parameters that give the

effect of the physical process. For instance in figure 5, the 0-mode and

X-mode are simulated by the two sets of layer parameters stated in the text

however, the X-mode parameters are not obtained through any theoretical

analysis of the geomagnetic field.

K.C. YEH

It is not clear how comparison between the experimental data of L. WAGNER

and your model was made. As I recall your ionosphe.ic model of sech ionospheric

profile requires a few parameters such as layer height, thickness and critical

freauency. How are these parameters obtained ?

Was there simultaneous vertical ionosonde data during oblique sounding ?

Of course, L. WAGNEP's system does provide the oblique sounding data which

can be used to get a model profile. Was it used ?

AUTHOR'S REPLY

The values for the model parameters were obtained by fitting the tau-frequency

relation (Equation (28)) to the measured ionogram traces. For instance, the

penetration frequency is usually easy to determine, and the layer height

and thickness can then be solved for by a fit of the equation to the measured

trace. No attempt was made to "fine-tune" the fit, and the rough approxima-

tions used appear to describe the returns quite adequately. If parameter

values had been available from independent measurements, these, of course,

would have been used.

C. GOUTELARD

Are you using the theorems of MARTYN and of BREIT and TUVE in your model,

which seems so sophisticated ?

AUTHOR'S REPLY

The theorems of MARTYN and of BREIT and TUVE are necessary to derive the

tau-frequency relation for oblique incidence. This allows the IPM to

characterize the low- and high-ray returns near the junction frequency in a

realistic manner. It is this frequency region that the usual Gaussian model

approach is least able to simulate.
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SEQUENCES D'ETALEMENT A SYNCHRONISATION OPTIMALE

PAR COMMUTATIO!N DtOPERATEURS INCOMMUTABLES

C. GOUTELARD

Laboratoire d'Etude des Transmissions Ionosphdriques

94230 CACHAN - FRANCE

RESUME

L'un des principaux problbmes des transmiscions par 6talement de spectre reside dans la
difficult6 d'acqu~rir la synchronisation sur la sdquence d'6talement. La procddure bas~e

sur la correlation pour les s6quences longues n~cessite un grand nombre d'op~rations

consid&res dams les m6thodes classiques comme incommutables.

Il existe cependarnt des sdquences dans lesquelles la commutation des opdrations est

possible, ce qui r~duit le nombre d'op~rations, allbge la complexit6 des d~codeurs et
surtout assure, avec le maximum de s~curit6, une synchronisation en un temps minimum.

Les contraintes math~matiques que doivent respecter ces s~quences pour obtenir la

commutativit6 des op~rateurs sont d~finies et des structutres de s~quences sont proposdes.

Ume famille de sdquences est donn~e en exemple.

I. - INTRODUCTION -

Les techniques d'6talement de spectre par des sdquences num6riques utilisent souvent
des codes pseudo al~atoires. Leur utilisation est souvent dict6e par la simplicit6

des syst~mes g6n~rateurs, cependant la synchronisation de la rdplique A la reception

qui est n~cessaire pour obtenir une bonne adaptation est une proc6dure souvent longue.

Des procedures g~n~rales de synchronisation [1] (2] ont 6t 6tudites et de nomnbreuses

procddures spdcifiques omt 6t proposdes [3], [4], [5].

Ltutilisation de filtres adapt6s a permis d'effectuer, dams certains cas [6], les

calculs avec rapiditS.

L'emploi des fonctions de corr~latiom partielles [7] ou de combinaisons de sdquences
(8] a 6td proposd pour apporter des ameliorations dams la discrdtion ou dams la facilitd

de synchronisation.

Cependant, la synchronisation des sdquences demeure particulihrement conpiexe dams le
cas des forts taux d'dtalement. La synchronisation se fait alors par l'intercorrdlation

entre le signal requ et la r~plique du signal d'4talememt et sa recherche n6cessite
alors de nombreuses opdrations. Ainsi, dams le cas d'6talements obtenus par sequences
directes A L symboles, le nombre moyen de corrdlations A effectuer est dgal A
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Lorsque la corrdlation est effectu~e sur la sdquence compl~tte, le nombre moyen de

multiplications complexes b r~aliser est 6gal A L

La r6alisation de corr6lations effectu6es sur uieatede la s6quence, sur a< L

symboles, rdduit le nombre moyen d'opdrations A -!- mais la detection est d'autant

plus sous optimale que c( est petit. En effet, le signal obtenu est d'6nergie plus

faible et le fonction de corr6lation est alt~r6e.

Une m~thode d'acquisition de la synchronisation r6duisant la complexit6 du calcul est

propos~e. Elle s'appuie sur l'utilisation de s6quences d6composables en sous s6quences

soumises A des contraintes math~matiques particuli~res.

II. - METHODE ET RELATIONS GENERALES-

Soit deux suites Sk et S h d6finies par une suite de N symboles.

S k = 'ko' sk1' 5k2 - k N-11

et 5h fho' shl' ... .... sh N-11

On forme

S pk k' Sk, Ski = 'Po . i..PN

Soh = [Sol Sh' S = Jq . i .. q3N-1]

o6 S denote la suite composde de N symboles nuls.

On d~finit alors la fonction de correlation pdriodique par

N-1

C khn = E (i+n ) q o~l n {-(N-1),(N-1)J

Soient K suites Sl' S2' S ... S k SK telles que

C kh(n) F0 V k, h j k 6 1, KJ (1)

Thdor~me I

Si on forme la suite

S E= I... s E = lils~ . si.......

alors la fonction d'auto corrdlation C SE (n) de la suite S. prend les valeurs

C e(in) EF0 si n 0 Km &t - K(N-1).......K(N-l)]

C E(Km) = Ckk(m)

k K
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Th~orbme 2

Si on forme l~a suite

5A ~** Ai ~ k~ki..

alors l~a fonction d'autocorr~lation S A(n) de S A prend l~a valeur

C A(n) = I IIC~kH 1 Ckk (n)

k,- K

Une suite S Jde longueur KN, a une fonction de corr6lation A pointe unique si et

seulement si:

Z Ck4k(m) S 0 Vm OF- 1, N-1. (2)
kE K

Ce type de fonction est celui recherch6 dans les syst~mes A 6talement de spectre. Il

peut done 6tre obtenuA partir de suites 6l.6nentaires r~pondant aux conditions (1) et (2).

En choisissant II (k,2 = 1, l~a fonction de corr6lation C A(n) de l~a suite S A prend

alors lea valeurs:

C A (nO) =C E(n=O) = N 2

C A W~O) = CE nWO) = 0

Les deux suites forrn~es ant m~me fonction de corrdlation pour n s 1 0, N-1.} I cependant

l~a sdquence S E eat de longueur KN alors que l~a sdquence S A eat de longueur N. Le calcul
2 2 2

de l~a fonction C E(n) n~cessite KN operations alors que C A(n) nWen impose que N

L'existence de tellea suites permet donc de r~duire l~a complexit6 des calcula relatifs

A l~a synchronisation par l~a transformation de l~a sdquence 6mise S E enune sequence S A*

III. - CONSTRUCTION DES SUITES D'ETALEMENT -

Des suites optimales rt~pondant aux conditions (1) et (2) sont constructibles.

Considdrons l~a suite A q valeurs dana Fq =2r

sCk,b) = [Sol .. i ** %No-.1

5CS o~b l.(k + k Ko) mod q =

avec

1 0,6-

k ~. 0, K. K- 1) avec bK N

On peut alors construire K suites de longueur bN 0 auxquelles on peut faire correspondre

K s6quences A q valeurs complexes distinctes.
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Wk,b = [Wo ... W =bNo

en posant

W = e 2No pet No premiers.

Ces suites sont munies des propri~t6s suivantes

Er2prift6 I.

Ckk(n) M 0 V n # b2B

avec B e - 0 .... K - i

C kk(n=b 2B) = No b [(kbB) mod q]

EM2pi6t6 2.

Ckh(n) = 0 V n
Vk h

Ckk(n) = 0 V n

keK

Les conditions (I) et (2) sont v6rifides et on obtient finalement une suite SE de

longueur L = N 2, telle que

CE(n) = N2 sin 0 n -(No -1), (N2_-1)

CE(n)= 0 sin 0

IV. - ACQUISITION DE LA SYNCHRONISATION -

Si on effectue la synchronisation sur la longueur totale de la s6quence, le nombre

de multipiications moyen (figure 1) est 6gal A

N oN02  -L 
2

NE 2 2

La sdquence est en fait compos~e de K suites de longueur bN avec lesquelles il est

possible de former une s6quence SA selon le schema de la figure 2 dans laquelle on

effectue en premier l'operation donrant si

sAi= I c(1 Ski

k K

Le nombre moyen de multiplications h effectuer pour rechercher le maximum de CA est

alors

N b 2 No 2  b2L
Al 2 2
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La d6termination de la synchronisation n6cessite ensuite de rechercher la

synchronisation de la suite SE parmi les K positions donn6es par Ia suite SA . Le

nombre d'opdrations moyen pour cette derni~re dtape est 4gal A KN--- si bien que le2

nombre moyen d'op~rations devient

b2 L + KL
NA 2

La valeur optimale de NA est obtenue pour b = (No )1/3 qui donne alors
A 2

3 L4 / 3 = 0,95 L
4 / 3

Amin 25/3

La complexit6 du calcul varie dans ce cas en L4/3 au lieu de L2 dans le cas d'un calcul

direct.

Ainsi, pour des sdquences de longueur L = 1000, le volume de calcul est divis6 par 50

et pour des longueurs L = 10000 le volume de calcul est divis4 par 250.

V. - CONCLUSION -

La recherche de synchronisation dans les syst~me A 6talement de spectre requiert un

volume de calcul qui croit rapidement avec le taux d'6talement.

En formant des sdquences d'6talement A partir de sous sdquences dotes de caractdris-

tiques sp~cifiques, il devient posible de commuter les op6rateurs additionneurs et

multiplicateurs.

Cette commutation conduit A une reduction cons~quente du volume de calcul qui permet

d'envisager des procedures de synchronisation optimales rapides.
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D.J. FANG

Could you comment on the interleave requirement for implementing 
your scheme ?

In particular, what is the buffersize capacity (or 
the total No. of bits to

be interleaved). Is the capacity comparable to the state-of-the-art memory

size ?

AUTHOR'S REPLY

L'implantation ne n6cessite pas une m6moire de grande capacit6. En effet,

les calculs se font "on line" et il n'est pas n6cessaire 
de stocker, comme

dans un entrelacement classique, la totalitd des symboles avant le traitement.

Cette simplification vient justement de La commutation 
d~crite des op~rateurs.
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RADIO CHANNEL MEASUREMENT AND MODELLING FOR FUTURE MOBILE RADIO SYSTEMS

E Gurdenli and P W Huish
British Telecom Research Laboratories

Martlesham Heath
Ipswich IP5 7RE
United Kingdom

SUMMARY

Digital mobile r.dio systems will require planning methods that provide accurate predictions of signal strength, distortion and in-
terference for situations ranging from very bnal1 .els in dense urban locations to large rural cells. Topographic and land usage data bases
will find increasing use to enhance the accuracy of prediction models.

The paper discusses the implications of these issues and reports on the work in progress at British Telecommunications Research
Laboratories on land mobile radio propagation modelling and wide-band channel measurements.

1. INTRODUCTION

The growth of analogue private mubilc radio (PMR) and cellular liadiotelephone systems has emphasised the need for accurate means
of predicting the coverage area and quality of service given by a particular base station and the system as a whole. This trend is likely to
continue with the iniroducuon of the Groupe Speale Mobile (GSM) Pan-European digital cellular radio system and subsequent genera-
tions of systems, which will be capable of supporting a larger number of users, offer a greater ariety of, perhaps, integrated services and
achieve a much greater utliisatiun of the radio spectrum than their predecessors. In addition, with hand portable units becoming a signifl-
,.ant part of the mobile population, coverage must be planned in a diverse range of environments including buildings and public
transport.

The performane of an analogue radio system is mainly determined by an adequate signal to noise and signal to interference ratio.
The planning of aii analogue system is therefore often performed on the basis of achieving a sufficiently high probability of adequate
signal strength and signal to inteiference power ratio within the service area. Vvith appropriate software, embodying a ieliable prediction
method, radio coverage maps, such as that shown in Fig 1, can be produced to show the coverage provided by a particulat transmitter.

Digital sy cms provide comparable quality at lower signal to noise or signal to interference ratios than current analogue systems.
Howevr the threshold effec.t associated with all digital systems may cause the edge of the service area to be sharply defined as are any
holes' wvi hin that area. This will place a greater requirement for aLc uracy in the propagation prediction models used to plan these

systems, and hasten the introduction of an environment dependent path loss correction.

Thc work ot contributors to the EEC collaborative proje.t COST 207 and the various working groups of the GSM have demonstrated
the cllet of mulipath distortion on the performance of the radio systeni. Thus, acc.ount should be taken of the radio system equaliser's
abilhiy to counteract the environment dependent multipath distortion in the presence of interference and noise when planning a system.
Siiicc nultpath propagation is generated piircipally by the mobile's local environment, the introduction of an algorithm that relates
multipath phenomena to the local environment seems inevitable.

The major differences between current (analogue) and future (digital) systems can be summarised as these.

* much greater numbers of handheld units, with users located in bui!dings, open spaces and public transport,

" wider range of cell sizes, ranging from inicro-cells in cities to large rural cells,

* a sharper definition of tie covrage area due to the different variation of quality with signal to noise ratio of a digital system,

" a tendency to be interference limited in the areas of densest use.

These factors create the need for new prediction methods that will facilitate the planning and implementation of
digital systems.

2. PATH LOSS PREDICTION

The varioub methods of predicting the power re.cei.,. in a mobile receiver from a fixed transmitter (and vice versa) can be broadly
divided into two categories. One .ategory might include the empirical prediction methods such as those of Okumura [ I], and
lbahinm. Paisons [2], et. These rely on a simple powver law dependence of signal strength with distance, arid some empirically derived
factors which relate to, for example, the height-gain of the antenna system and the operating frequency. Since the path loss is related to
the other parameters by a simple, lincar, algebraic equation, it is possible to calculate the alue of one parameter (e.g. antenna height),
given a knowledge of all the other parameters, by a simple icarrangement of the equation. This is a particular advantage of these models.

The second category includes those models where an attempt is made to calculate the diffraction loss along the direc.t path between
the transmitter and receiver. Typical methods include those used by the BBC [31, and Longley and Rice [4].

For areas where terrain features are not significant, empirical models, usually based oii Okumura are used. however the presence of
significant terrain features, require diffraction effects to be .onbidered, and the methods of the second category find favour. Figure I
demunstrates the cluose relationship between tie terrain leataies theights in metres) above sea level and the path loss predictions (in dBs)
for a hilly area of 20 x 20 km square.

The .mproed accuracy obtained with the dilfra ton based models in hilly terrain can still be compromised by the effect of buildings
anid other natuial arid nian made features which obstruc.t or other vise influence the propagation path between mobile and base station
and ae nut mluded in the terrain database. A solution to this deficiency is the incorporation of an empirical correction factor, based on
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Fig 1 Height and path loss contours for a hilly area in NW England.

the mobile's lual environment, into the path loss .altula,ion. This .orrection faotr ,.an be derived by c.omparing measured and predi-.ted
path loss data for similar environments. A central feature of this is the classification of the environment a.cording to its land .over or
usage. The base station is assumed always to be sited dear of immediate obstru.tions, although in prac-tice this might not be the case.

The derivation of this lano usage data almost invariably involves manual, and therefore, .ostly procedures. With the emergen.e of
geographic information s)stems (GIS) [5], whic.h use digital database technology to enable the storage and retrieval U, geographit, tend
other) information indexed to some .o-ordinate system, it seems inevitable that land usage data will ultimately become available in
ma.hine readable form. This pro.ess would be enhanced by the adoption of somc standard categories of land use, wh.h relate to the
standards employed in a GIS, and which are generally applicable throughout the world.

The number of categories .an be decided from both statisti.al and intuitive viewpoints vvhuli, in this instan.e, yield a similar result.
Okumura's corretion factors cover a range of about 30 dB and a good prediction model might be expected to achieve an accurac
,haraterised by a standard deviation of about 3 dB. Different .ategories must be ,parated by an amount similar to this standard
deviation, giving about ten categories.

On a more subjective basis, consideration of the knowvn effects of vegetation and buildings on radio propagation suggests the
following characteristics should be used to distinguish between land usage types:

* vegetation density, e.g. a few trees or a dense forest,

* building density - fraction of area covered by buildings,

* building height.

This also leads to a ten point s.ale, .vhich is shovvn in Table 1. Table 2 bhovvs how this corresponds with the various categories
employed by other organisations [ 1,3,6,7).

In order to determine the correction futurs fo: ea.h .ategury, the appioach has been as follovvs. First any land usage -orrettions used
in the prediction method are suppressed. Measured and predicted path loss data for a parti.ular base station site are then grouped
a..ording to land usage and the orrection factors found as the average difference betwveeii measured and predited values. I he standard
deviation illustrates the spread in the results, which is due to several fac tors. These include the intrinsic, a.ura,.y of the prediction niodel
on different terrain profiles, the a,.uracy of determining the land usage .atcgory (often a subjectie piocess), and howv well the measured
data represents th? areas being considered.

As an example, d~ta measured in the lpsvl.i area was used to derive .orrection factos, at 160 Mllz, 900 MI-lz and 2 GHz, for a
diffra,.tiun based model. The transmitter was mounted on the radio tower, 55 in AGL, at the British Telecom Research Laboratories,
located some " km to the east of the towr. .entre. The data vvas gathered by recording, with position information, the mean value of a
blo.k of 1024 samples, taken at 3.3 c.m intervals, of the received povver level from a CW transmission. nhese mean values were cuiivcited
to path loss and a:sembled into blocks ,corresponding to squares on a 500 & 500 m grid. The use of a high base station in a relatively
flat ,ironmerit means that the results should be relatively immune to any additional diffraction los, arising from buildings along the
path.

The land usage data was derived manually using a mixture of large s.ale maps, lotal knowledge, and site visits. Whilst this effort is
justified for experimental work, it is probably unacceptable for routine system planning work. To avoid problems due to small, and
potentially unrepresentative data, 500 m squares ontaining less than ten values are dis.arded, as are land usage .ategort s represented by
less than 50 squares. Thus, for this parti,ular set of data, corrction factors could only be obtained for land usage .ategorics 1, 5, and 6
giving the results in Table 3, showing the average correction factors and their standards deviations in dBs.

It is worth noting that the .orrection factor, predictably, inr.teases vvith increasing level of urbanisation (from .ategory I to 6). This
effec.t becomes more pronounced with increasing frequency. The accuracy of the predictions, indicated by the standard deviation, is
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channel. The amplitudes of the direct signal and the echoes may undergo rapid fluctuations thereby altering the impulse response of the
channel according to the speed of the mobile (and, or the scatterers). Therefore, a receiver has to be able to cope with the distortion
arising from echoes in the channel as well as the rapid changes in the nature of this distortion. Suck characteristics of the mobile radio
channel are described by the 'power-delay profiles' and the 'Doppler spectra' which are obtained f:jm wide-band channel sounding
measurments.

From the works of Zadeh 18] Kailath [9], and Bello [10] it has been shown Ohat a time-varying linear channel-can be characterised
in a systematic manner by a linear transversal filter. The output of this filter contains a sum of delayed and Doppler shifted versions of
the input signal. The channel is then represented by what Bello calls the 'delay-Doppler-spread function'. This function (sometimes
relerred to as the 'scattering function') represents the multipath phenomenon in the three dimensions of time delay, Doppler frequency
and power. It has been adopted in the more recent works of Cox [ I] in the USA, and Parsons and Bajwa [ 12] in the UK. This
formulaton is particularly suitable for constructing a multipath simulator in the form of a dynamic transversal filter.

4. WIDE-BAND CHANNEL MEASUREMENT TECHNIQUES

4.1 Techniques

The various techniques used to measure the wide-band channel fall into three categories - unit impulse measurements, swept
frequency measurements and cross-correlation techniques. The first of these requires high peak powers whilst swept frequency
measurements can be time consuming, due to low sweep rates, and require the use of the Fourier transform to extract the impulse
response. t.orrelation techniques offer increased sensitivity over the unit impulse methods as well as higher measurement rates and simpler
data processing than the swept frequency measurements. Measurements using both pulse and correlation techniques are described in
Berthoumieux et al [13], whilst results from the swept fequency technique are described ir Matthews and Molkdar [14].

The correlation technique involves the transmission of a 'sounding' signal which consists of a carrier frequency modulated with a
pseudo-random binary sequence. This is detected in the receiver which can use either a matched filter or a series of correlators to extract
the impulse response. The use of a matched filter allows the impulse responses to be recorded in real time and places no practical
limitation on the 6ehicle speed for collecting Doppler information. However, this requires fast sampling speeds and produces large
amounts of data for storage before processing. The alternative to matched filter reception is to use PRBS correlators in the receiver.
Early sounders using this tethnique employed multiple correlators working in parallel (one for each delay). A time-multiplexed correlator
was developed by Bailey J SI to characterise the tropospheric channel at 2 GHz obviating the need for a number of correlators in the
receiver. A similar type of sounder was used by Cox [II) to study multipath propagation at 910 MHz in a mobile radio environment. In
this technique, the phase-keyed pseudo-random reference signal is swept by the incoming signal in the receiver producing a complex (in-
phase and quadrature) analogue .orrelation output whi, h is proportional to the true channel impulse response, but scaled in time. This is
the type of sounder chosen by BTRL for the simplicity of its construction, lower transmitter power and recording bandwidth
requirements and the relatively simple data logging and processing involved.

4.2 The BTRL sounder

The important parameters of the BTRL sounder are Nt 1.25 MHz RF frequency, 5 Mbitus chip rate, 255 bit PRBS sequency and I
kilz clock offset giving a bandwidth reduction fator k,,,le scaling) of 5000. Thus a complete record of the channel impulse response is
otained in its quadrature .omponents in 255 ins. The resolution is 0.2 As and the maximum delay measurable 51 As. Time and frequency
synt.ronisation between the transmitter and the reteiver is provided by a pair of atomic frequency references capable of an accuracy of I
part in 10 I1. Quadrature c omponents of the impulse response are recorded, along with timing and mobile receiver position
intormation, on an analogue tape retorder. The rec ording is subsequently digitised in the laboratory and transferred to a microcomputer
Figure 3 shows a schematic diagram of the sounder.

BPSK

TRANSMITTER

RECEIVER

Fig 3 The sounder.

IFI
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A. knowledge of the receiver nioveint with respect to the position of the.transmitter makes it possible to remove the line-of-sight
propagation delay from the impulse responses during data processing. Although recorded in complex form (thus making it possible to
calculate the Doppler spectra), only the amplitude of the channel impulse response has been processed in the form of 'power-delay
profiles'.

4.3 Vehicle speed and averaging distance

It has been observed that the greatest change in the echo delay occurs when the mobile moves along the same or reciprocal bearing as
the echo- Since the main concern is with echo delays that are greater than a few hundred nanoseconds (from a comparison of coherence
bandwidths with the proposed GSM system bandwith and possible frequency hopping distances), changes in echo delays of a lew tens of
nanoseconds are of little importance. Therefore, it can be assumed that the channel impulse response is stationary over distances
corresponding to such small variations in the delays as far as the macroscopic multipath structure is concerned. The resolution of the
sounder represents a radial distance of 60 m. This has been used as the averaging distance to remove the Rayleigh fading leaving the slow
fading or shadowing effects unchanged. Given that the sounder records four impulse responses per second a vehicle speed of up to 20-30
mph is possible with between 18 and 27 records avetaged over a distance of 60 in.

On the other hand, to collect Doppler information accurately, a more severe restriction exists on the mobile speed. The measurement
rate of four impulse responses per second, restricts the measurement of Doppler frequency to 2 Hz, and limits the vehicle speed to 2.4
km 'h at 900 MHz. Clearly with such restrictions on the speed of the mobile, a practical measurement cannot be expected to collect the
fast fading information required without risking the safety of the survey team in fast traffic conditions. For this reason the measurements
reported here were taken at normal urban traffic speeds (20-30 mph) and the delay-Doppler information is not available.

5. ANALYSIS AND PRESENTATION OF THE MEASURED DATA

The aim of the measurements described here was to facilitate the specification, optimisation and planning of the GSM system. Thus
care had to be taken to ensure they represented realistic conditions of use. The most important considerations were as follows.

* The transmitter power and the receiver sensitivity had to be compatible with the nroposed system.

* The base station antennas had to be placed at realistic heights, i.e. not too low.

* The measurement locations would cover a range of terrain types and land usage variations.

" The size of the measurement area had to be appropriate for the location and land usage, e.g. smaller in urban areas than in rural
ones.

Furthermore, the results must be presented in context of their geographical probability so that their significance from a system design
and planning point of view is appreciated. For example, any performance criterion expressed in terms of a percentage of locations must
be related to traffic density. Whilst this latter point is not addressed here, the results are presented in the form of cumulative distributions
(CDs) providing an indication of the probability of occurrence in a given location.

The quantities 'mean delay' and the 'delay spread' as defined by Cox [ 11] had been used previously to present this type of data
statistically However, these two parameters are not sufficient to describe some of the important characteristics of the channel.
Recognising this fact, COST 207 has recommended [ 16,17] the use of two further parameters in the statistical analysis, to describe the
length of the impulse response and the distribution of the energy within it. The first of these is the 'delay interval' dehined as the length
of the impulse response between two values of excess delay which mark the first time the amplitude of the impulse response exceeds a
given threshold and the last time it falls below it. The other is the length of the middle portion of the power profile containing a certain
percentage of the total energy found in that impulse response.

It is worth noting that the effects of noise and spurious signals in the system (from rf to data processing) can be very significant.
Therefore, it is important to determine the noise/spurious threshold of the system accurately and to allow a safety margin on top of that.

In the analysis of the results reported here, minimum peak-to-spurious ratios of 15 dB for Keswick and 10 dB for London were used
as acceptance criteria for a record to be included in the statistics. It should be pointed out tha, the rghest-percentage delay window CDs
and the lowest-threshold delay interval CDs should be interpreted with care, as these CDs contain entries closest to the spurious threshold
of the system The lowest-threshold delay intervals are particularly sensitive in this respect because of the peak-to-spurious acceptance
criterion mentioned above.

The measured impulse reponses were subjected to a qualitative evaluation by playing back the recorded components of the impulse
responses through a quadrature modulator at a suitable IF to display the power-delay profiles on a network analyser (this also gave
alogarithmic display). The use of a storage normaliser allowed the averaging to be implemented. This provided a quick, qualitative
assessment of the location surveyed.

6. MEASUREMENTS IN AN URBAN AREA

The transmittter was located at a height of 58 in above ground, on the roof of a 15 storey building near Old Street station in north-
east central London The ERP from the omni-directional antenna was 14 dBW (including an antenna gain of 8 dB). A 3 dB gain receiver
aerial was mounted at around 1.2 m above ground, on the roof of a saloon car carrying the receiver. The route, lying in a dense urban
area, varied between 1.6 and 3.2 km in distance from the transmitter.

Results for three sections of this route are presented. These sections were selected because they are appreciably different from each
other in composition and yet sufficiently homogenous within each section. In each case, a sample impulse response is given together with
CDs of the mean delay, delay spread, 50, 75 and 90% delay windows and -5, -7 and - 12 dB delay intervals.

The first section runs along the Embankment between its junctions with Blackfriars Bridge and Waterloo Bridge and is just under I
km long Most of this section is bordered on one side by the River Thames (200+ in wide) and on the other (transmitter) side by tall
buildings and rising ground The majority of this section is characterised by a relatively high signal strength comprising an attenuated
direct path due to shielding and a strong source of echoes from the far side of the river. A sample impulse response is shown in Fig 4.
The CDs of the mean delay, delay spread, delay window and delay interval as defined above are also shown for this section of the route.
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The second section of the route runs from Waterloo Bridge to the Houses of Parliament and is just over 1 km long. It is similar to
the first section but lies almost radially to the transmitter. Consequently, a strong direct signal is observed and the delay spread reduces
although a strong echo from the other side of the river is occasionally present. Figure 5 shows a sample impulse response from this
section and the CDs of the four delay parameters.

The third section represents 'inland' parts of the route, lies along Long Acre near Covent Garden and is around I km long. This part
of the route is substantially flat and heavily built up. Generally, the signal strength was low, often below the threshold of the sounder.
Therefore, only a less detailed acc,,,1 is possible and this is represented by Fig 6.

7. MEASURMEY TS IN A .iLLY AREA

The area surrounding-Keswick, in Cumbria, was chosen as the location for measurements in a hilly/mountainous ar . The
transmitter was located just odtside Keswick (about 1.5 km from the town centre) at the site of an IBA television transmitter. The height
of the ground was 170 m above sea level (ASL), the antenna being mounted on a 10 m high mast. The ERP was II dBW including the 5
dB gain of the horizontally omni-directional antenna. The vertical beamwidth of the antenna was 18 0 with a 6 * down-tilt. The
surroundings were mainly farmland with partial blockage due west and north because of trees. The IBA mast, a 45 m lattice structure,
was about 10 m away due south-west. During the measurements the weather was overcast, breezy but dry on the first day and wet with
frequent rain showers on the second. The route, around 50 km long, lay in an area about 10 km by 15 km mostly within 5 km of the
transmitter, the furthest point being around 12 km away. There were two lakes (70-80 m ASL) in the area surrounded by hills and
mountains generally 200-500 m ASL with some peaks in the range 700-900 m ASL. The more gentle slopes were covered by farmland
whereas the steeper hills were afforested. Most of the route lay on low ground, frequently along the edge of the lakes. Height contours
for the area were used to check the path profiles for line-of-sight from the transmitter to the points along the route. A total of
approximately 5007o of the route was found not to have line-of-sight. However, it should be pointed out that some of the distant parts of
the route which did not have line-of-sight to the transmitter did not yield useable data either.

Data from the whole route was analysed in 500 record blocks representing up to 2.2 km of road distance travelled (for a maximum
vehicle speed of 40 mph). Three such blocks have been selected for presentation here representing 'better than typical', 'worse than
typical' and 'typical' parts of the route. This categorisation is based on a subjective assessment made from a study of the impulse
responses observed and the CDs obtained following the statistical analysis of the data and its correspondence with system performance
may not be exact. The typical category represents approximately 50% of this route whilst 20% is better and 30% worse than typical. In
each case, a sample impulse response is included to give a direct impression of the channel. This is accompanied by the usual four CDs
of the mean delay, delay spread, 50, 75 and 90% delay windows and - 10, - 12 and - 15 dB delay intervals.

Figure 7 shows results from a 'better than typical' part of the route when the channel is relatively 'quiet'. Few echoes are present and
they are much smaller than the direct signal. The corresponding CDs reflect the absence of long excess delays. 75%-window and - 12 dB
interval CDs show that almost all excess delays are under I as.

The channel can, at times, contain a large number of echoes, some ranging up to 30 As although the amplitudes of such echoes are
rarely large compared with the direct signal. Such 'worse than typical' parts of the route can be represented by the CDs of Fig 8 which
shows 90% of 75%-windows to be under 18 its and 90% of - 12 dB intervals under 14 its.

On average, this route may best be characterised by the CDs of Fig 9. The sample impulse response shows most of the energy to be
concentrated around the direct signal, nominally within 10 as. The mean and spread CDs show 90% of the mean delays to be under 2 its
and 907c of the delay spreads under 5 its. The 75% delay windows as well as - 12 dB delay intervals indicate values under 3 As for 90o
of the time.

8. CONCLUSIONS

Because of the increased operational requirements and the particular characteristics of digital systems, the system planner must adopt
additional methods and a higher degree of precision when planning future mobile communications systems. The requirements may be
summarised as follows:

* accurate prediction of signal strength in open areas, inside buildings and in public transport,

* accurate prediction of interference, particularly in small cell arrangements in urban areas,

* prediction of distortion that would degrade system performance even if the above two points were adequate.

The first two points above require advances in path loss prediction techniques such as the incorporation of correction factors based on
land usage. To facilicate the widespread availability of land usage data a ten point scale has been proposed illustrating how empirical
correction factors can be derived from measured data. The widespread application of this technique requires that reliable land usage
information be available in machine readable form, perhaps from a geographic informati~n system.

An additional requirement for digital systems is to relate the system's ability to cope with distortion and interference to the distortion
and interference present at a particular location. This, in turn, requires a statistical knowledge of the variability and magnitude of the
multipath propagation and a knowledge of the values of the parameters that define the limits of the system's performance. In this
context, the concept of a signature as used for terrestrial microwave radio relay systems is e useful starting point although there is
considerable need for enhancement both in providing realistic dynamic stress as well as additional echo paths.

Work is under way to gather the propagation data and develop the planning tools required. The results of measurements at two
locations have been presented. Siow speed measurements are necessary to obtain Doppler information, but higher speed measurements
can provide useful information on delay/power profiles that characterise different environments. There remains the need to develop a
prediction model for the performwice of digital systems based on topographic and land usage information using either empirical, or
analytic methods.

From the results presented here it is possible to draw some comparative conclusions and to offer a subjective assessment of the mobile
radio channel at 900 MHz. As expected, longer delays have been measured in the hilly environment of Keswick than in dense-urban
central London. Although eress delays reaching 10 As have been seen in London, in the majority of cases the delays are of the order of
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a few microseconds. For the route around Kesivi.k, a figure of 10 ps may be more appropriate despite the presence of longer echoes
sometimes reaching 30 is.

One significant- feature of these-results is !he variability of the channel over relatively short distances (1-2 km). This means that the
planning of the operational s)stems will require more loLation-specifi, information on the zhannel. Careful selection of the base station
locations as well as the antenna heighib and radiation patterns will help minimise the effects of multipatl distortion and maximise the
quality of service.
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RESUME

La propagation large bande par andes de sol est dtudi~e dans tine zone gdographique semi-rurale en mesurant
la r~ponse impulsionnelle complexe entre tine station fixe et tin mobile. On prdsente les distributions des
principaux estimateurs statistiques pour 150, 250 et 400 MHz. Par ailleurs, Vanalyse des nultitrajets pr&
sents et lidentification ae leur cause physique est rdalisde pour des lieux de mesures particuliers.

1. INTRODUCTION

Pour tine source d'dmission donn~e, un mobile ou une station tactique re~oivent londe directe ainsi que des
&6hos dus a la topographie du terrain et aux constructions lides a l'activitd humaine. Les multitrajets cr~ds
limitent les performances des systemes de transmissions large bande ou de localisation. Lorsque Von rdalise
une transmission num~rique vers un mobile il existe, en absence d'dgalisation, un rythme binaire de transmis-
sion maximum lid 1l6talement temporel dD aux multitrajets. Une transmission par dtalement PN sera partici-
lierement vulndrable au moment de la prise de synchronisation lorsque le retard associd aui pic dominant
fluctue rapidement le long du chemin. Pour un systbme de goniomdtrie bande dtroite par interfdrometrie tin
dcho de faible amplitude relative peut causer une erreur de localisation importante.

11 rdsulta de ces 6l6ments que l'analyse large bande de la propagation des andes de sol est essentielle pour
estimer les performances de matdriels existants oti spdcifier les caractdristiqies de matdriels nouveaux. Les
systbrnes radiodle~triques lids ]a propagation par ondes de so] et des antennes omnidirectionnelles en
azimut utilisent principalement des frdquences infdrieures a 1 GHz. Pour les frdquences infdrieures a 30 MHz
]a propagation par andes de sal est plus oti mains fortement couplde *a la propagation ionosphdrique. Campte
tenti de la complexIt6 des ph~nomenes toute experimentation devrait @tre sp~cifiqiement ddveloppde en vue
d'une application partictibre. Les rdsultats d'exp~rimentations autaur de 900 MHz 6tant nombreux, l'Adminis-
tratian fran~aise a donc ddcidd de faire rdaliser des mesures dans la bande 30-400 MHz pour laquelle les
donndes expdrimentales disponibles sont insuffisantes. La premiere phase de l'expdrimentation a dtd effectide
dans la bande 150-400 MHz. La seconde phase sera tlt~rieurement rdalisde dans la bande 30-88 MHz.

On pr&;ente dans ce papier des rdstiltats concernant la premiere phase de l'expdrimentation r6alisdp dans
tine zone g~ographique semi-rurale (Vall~e de Chevretise) stir trois fr~qtiences 6gales 150, 250 et 400 M1Hz.

2. DESCRIPTION DE L'EXPERIMENTATION

La rdponse impulsionnelle complexe du canal hc(r,) est estimde par une technique de corrdlation en transmet-
tant tine sdotience binaire PN de longuetir maximale modtilge en 8PSK. En r~ception le signal re~ti est corrdld
avec tine rdplique de la sdqtience transinise en titilisant tine ligne SAW. On exploite uniquement le module
hm(c) de l'enveloppe complexe en sortie du corrdlateur

(1) Ihm(c)l h c , bI

La fonction b(C) traduit linfitience des filtres d'dmission et de r~ception ainsi quo de la fonction d'auto-
correlation de la s~qtience transmise .Les principales caractdristiqies du banc do mestire sant rdstim~es ci-
aprbs:

" Puissance moyenne dmission 100 W

Emission Log-p~riodique G =9 dBi
" Antennes ( Rception (150 MHz -> Graupd-plane

( (250/400 MHz -> DipOle
(Polarisation vorticale

" S~quonce PN (150 MHz -> 63 moments de 200 ns
S250/400 MHz -> 127 moments de '30 ns

Les antennes de r~ception placdes stir le mobile ant tin diagramme de rayannement omnidirectiannel + 2 dB
prbs.

Pour tin chemin dann6 de ddplacement du mobile on rdalise lenregistrement des modules de la r~porise impulsion-
nolle compiexe en des points rdgtlibrement espac~s de mbtre environ. On effoctue successivement cat enre-
tistrament pour les trais frdqtiences d'expdrimantation stir tine distance daenviran 300 metres. L'exp~rfinenta-
tian a 6td r~alisde stir 28 chemins de mesure rdpartis dans tine zone g~ographique faiblement vallonn~e at
fortement boisde. Le parambtre A h caract~rise le degr6 d'irr~gularitd du terrain. Ce parambtre, estimd
suivant le mWthode de Langley et Rice (Cr1) est compris entre 15 et 50 mbtres. Les distances moyennes entre
1'6metteur et les 28 chemins de mesures sont comprises entre 1.5 et 10 Km.

Ladnalyse des r~sultats expdrimentatix requiert implicitement qtie la fonction de corr~lation frdquenca-temps
dti canal, formde partir de la fonction do transfert 6qtiivalente basse fr4qtience, soit quasi-stationnaire
en temps et en frdqtierce (canal QWSSUS (13)). La fonction diffusion retard du canal tic(z) exprima la puissance
mayenno revue en fonction du retard
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on notera umr) la fonction diffusion retard qui prend en compto linfluence du bancdenesure sur Vostimation

(3) u.

L'hypothbe ergodique permot d'ostimor la valour do ]a fonction diffusion retard um(C) sur un trongon de
chenjin de longuour 2 L centrd sur lVabscisso curviligne So

L'inthgrale (4) est 6valuge a partir des N dchantillons de la r~ponse impulsionnelle niosures sur la distance
2 L.

La valeur moyenne P de la puissance efficace rque sur un trongon de chemin (2 L 11 20h par exeniple)
lorsque Von transmw une portouse pure d'amplitudo unitg pormet de d~finir I'att~nuation de propagation do la
liaison. Cotte puissance Prm s'exprimo en fonction do (:

(5) Sa ul~

3. DISTRIBUTION DES PRINCIPAUX ESTIMATEURS STATISTIQUES DU CANAL

3.1. Retard moyen et dtaloment temporel

Le retard moyen "F vt "'dtalenit tempcerel We sont d~finis par les relations

Pour chaque trongon do chomin 4l6mentaire on obtient un profil puissance moyenne - retard (coest dire
u (-C))pour loquel les paramntres"E et94-sont calculds. Les distributions du retard moyon et do 1 6talement
t~mporel sont respectivement reprdsont~es par les histogramies des Fig. 1 a -> c et des Fig. 2 a -> c pour
los trois fr~quencos do l'oxp~rimentation (150, 250 et 400 MHz). Le tableau ci-dossous fournit une synthbse
des r~sultats:

Fr~quencos Nomnbro Retard moyen Etaloment temporel
Mzdo ujs ps
Mz profils Vaor Ecart Valeur Valeur Ecart Valeur

moyenne type maximale moyonne type maximale

150 152 0.5 1.2 5.6 0.85 1.3 5

250 336 0.i 2 0.5 4.1 0.4 0.55 3

400 252 0.5 0.4 2.2 0.3 0.45 2.6

Bien Wuen moyenne faible, l'dtalement temporol prend des valeurs dlevdes pour quelques configurations de
terrain pour lesquelles on obtient simultandment une onde de retard minimum fortement attdnude avcc des dchos
arri~re d'amplitudes dlevdes. Pour ces configurations los mesures 250 MHz, ot surtout 400 MHz, dtaient
parfois trop bruitdos pour Wer exploitdes. L'accrolssemont de lattnuation avoc la frdqu'~nce ost donc la
principale raison de la diminution do la valour mayenne do l'dtaloment tomporel lorsque la frdquence augmonto.

3.2. Bande do cohdrence

Pour up canal QWSSVS la transform~e do Fourier do u (.1) est 6gale la fonction do corr~lation frdquence
RHm (Al). En-utilisant la relation (3) on obtient : m

(8) RH = F?.(4) 5 )
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avec f
La fonctinn d'autocorrlation RB(A ) traduit l'influence du banc de inesure sur la fonction de corrflation
frdquence Rjjm(Aj) estim~e. La bandb de coherence du canal BC est d~finie comie la largeur du module ae la
fonction de cor'l-6ation fr~quence RHc(.A& du canal (largeur 'a 0.9 ou 0.5).

La distribution des bandes de cohertence 'a 0.9 sont reprdsentdes par des fonctions cumuldes pour les trois
fr~quences de l'exp~rirnentation (Fig. 3). Les r~sultats obtenus sont rdsurnds ci-aprbs

Frdquences Bande de cohdrence 'a 0.9 (kHz)

MHz Valeur niinimale Pour 10 % des lieux Bc K

150 1MHz 15 30

250 MHz 24 130

400 MHz j 27 110

4. ANALYSE DES MULTITRAJETS PRESENTS SUR DEUX LIEUX DE MESURES

4 1. Exemnple 1

L'dtalement temporel le plus dlevd a Wt obtenu 'a 150 MHz pour un chemin de mesures situ6 dans le plan de
propagation sur le flanc d'une colline (Fig. 4). Le retard moyen et l'dtalement temporel demeurent trbs
importants sur la totalitd du chemin (Fig. 5).

Pour un dcho de retard donn6 ii est possible de d~terminer, par continuit6, 1'dvolution de ce retard sur le
chemin de mesures. Le tracd des ellipses des lieux gdomdtriques des diffuseurs au d~but et 'a la fin du chemin
permet de localiser la zone g~ographique produisant l'dcho. Les fonctions diffusions retard au debut (Fig 6 a)
et *a la fin du chemin (Fig. 6 b) font apparaltre un dcho de forte amplitude dont 1'6volution du retard Szavec
la distance est reprdsentde sur ]a Fig. 7. Cette dvolution 5r, variant comrp1eZ4Icil est probable que 1l6cho
analys6 est dG 'a une zone de diffusion arri'ere situde dans le plan du grand cercle (voir Fig. 8). La puissance
totale revue (Puissance Prm d~finie au 2) sur le chemin d'analyse est d'environ 10 dB sup~rieure 'a la puis-
sance de l'onde de retard minimum (Fig. 9). Les fortes erreurs de prdvision des programmes de calcul d'att~nua-
tion de propagation sont notamment dues 'a ce type de configuration de terrain.

4.2. Exemple 2

Pour cet exemple le chemin de mesures est perpendiculaire au plan de propagation. Le profil moyen du terrain
est reprdsent6 Fig. 10. L'dvolution du retard moyen et de l'dtalement temporel avec la distance (Fig. 11 a et
b) montre que ces param'atres augmentent rapidement pour les distances sup~rieures 'a 180 m'atres environ aux
frdquences dgales 'a 250 et 400 MHz, tandis que pour 150 MHz, les deux param'etres dvoluent tr'as peu. Le retard
associd au principal dcho qui d~termlie les fortes valeurs de l'dtalement temporel 'a 250 et 400 MHz est
quasiment constant sur toute la longueur du chemin. De m~me que pour l'exemple pr~cddent l'dcho est donc
produit par une zone de diffusion arriere situde dans le plan du grand cercle (la direction de ce plan vanie
tr'as ldg'erement sur le chemin de mesure). Pour 250 et 400 MHz la puissance dle l'onde de retard minimum
d6crolt fortement pour les distances supdrieures 'a 180 m tandis que celle de la fr~quence 150 MHz reste cons-
tante (voir Fig. 12). L'ittdnuation par diffraction, plus faible 'a 150 MHz qu''a 250 MHz ou 400O MHz, semble
donc expliquer la valeur quasi-constante de l'dtalement temporel 'a 150 MHz.

5. CONCLUSIONS

Les multitrajets pr~sents sun la zone gdographique analysde sont tr'es irrdgulierement distribu~s. Bien que
faible pour la plupart des chemins de mesure, 1l6talement temporel peut prendre de fortes valeurs lorsqu'il
se produit simiiltan6ment une forte att~nuation de 1 onde de retard minimum et des dchos arribre. L'4talement
temoorel moyen diminue lorsque la frdquence augmente du fait que pour les plus hautes frdquences on obtient
souvent des enregistrements non exploitables (S/B insuffisant) pour les lieux oti les multitnajets sont
importants. L'examen de ces enregistrements bruitds montre qu'avt - une puissance d'dmission nettement plus
6lev~e l'dtalement temporel moyen 'a 400 MHz serait du m~me ordre de grandeur qu''a 150 MHz. L'icentification
des pnincipaux diffuseurs produisant des retards discernables par le banc de mesure est notatm...c trbs u'e
pour le d~veloppement des logiciels de calculs d'attdnuation de propagation.
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DISCUSSION

R.J. BULTITUDE

1 - I point out that the Fourier relation between Rn (T, t) and RH (A f, t)

is valid only for WSSUS channels. Its application can lead to very

erroneous results if WSSUS conditions are not met, especially if a

specular component is present in the received signal. A better procedure

is outlined in paper 2 [BULTITUDE, 19833.

2 - What power threshold was used in rms delay computations. Workers in the U.S.

suggest 40dB is required ?

3 - I also point out that I know no application for correlation BwBc results

where Bc is defined by IRH(Af,t)j< 0,5.

AUTHOR'S REPlY

1 - La relation de Fourier ne peut en effet 6tre appliqu6e que si les ampli-

tudes des diffdrents 6chos discernables par le banc de mesure sont deux

A deux d6corrdl6s. Cette non corrdlation a 6t6 vdrifide pour quelques

profils associ6s A des 6talements temporels relativement importants. La

probabilit6 que deux dchos soient corr~l6s est d'autant plus forte que

le retard relatif entre ces 6chos est faible. Il r6sulte de celA que la

relation de Fourier peut 6ventuellement atre inadaptde pour estimer les

bandes de coh6rences 6levdes. Par contre, les bandes de coh6rence "moyennes"

et "faibles", relativement A la bande d"analyse", sont sans doute

correctement ddtermindes en utilisant la relation de Fourier.

2 - Les rdponses impulsionnelles sont mesurdes avec un seuil en puissance

plac6 A S = - 20dB. Pour l'estimation de l'6talement temporel le seuil S

doit 6tre, A priori, d'autant plus faible que le retard relatif maximum

mesurd T max est grand. Un 6cho unique a 15 psd'amplitude relative

dgale A - 40dB, cr66 en effet un 6talement temporel non n~gligeable

(0,15 ps). Dans la mesure ou de telles configurations de multitrajets

sont fr6quentes, la distribution des faibles valeurs de l'6talement

temporel sera minimis6e pour des seuils supdrieurs A - 40dB. Pour des

6talements temporels plus 6lev6s l'erreur relative sera nettement plus

faible. Par ailleurs, l'exigence d'une dynamique de 40dB conduit A une

tr~s faible zone de couverture qui limite la repr6sentativit6 des rdsultats.

3 - Les bandes de coh6rence A 0,9 et 0,5 sont des signatures radiodlectriques

du canal mesurdes par diff6rents auteurs. Les oscillations de la fonction

de corrdlation rendent plus al6atoire la ddtermination de la bande de

coherence A 0,5 que celle A 0,9.

K.S. KHO

The behaviour of narrow band signals 150-400MHz in terms of propagation

characteristics is well known and information is available. Is it not possible

to derive the behaviour of wideband signals from the available characteristics

of narrow band signals ?

So, with computer simulations we will be able to predict the influences of

propagations onwideband signals without carrying out expensive measurements.

If measurements are carried out, this simulation could be used to check the

measurement results.
Please comment on this opinion ! Thank you 1
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AUTHOR'S REPLY

Le calcul des variations rapides du signal requ par un mobile n~cessiterait

d'une part, d'obtenir one d~finition tros fine du terrain et de sa couverture,
et d'autre part, de disposer d'un logiciel capable d'exploiter ces donn~es.

L'effort consid~rable qu'il faudrait fournir pour d6velopper de tels moyens

de simulation semble inutile :les r6sultats exp6rimentaux permettent em

effet de simuler les variations rapides par des mod~les stochastiques 00

d6terministes (calculs de propagation A partir d'ume distribution donn~e

d'objets). Il est par contre plus r6aliste et plus int6ressant de chercher

A calculer les valeurs moyemnes des puissances reques em fonction du retard

relatif (fonction diffusion retard) en utilisant on programme de simulation
bande 6troite. Bien que de mombreux travaux th6oriques aiemt 6t6 r~alis~s

sur ce problhme [E. BAHAR, G.A. HUFFORD, R.H. OTT, A. BERRY] il n'existe pas,
A ma conmaissance, de logiciels pernettant de traiter correctement la

topographie d'un terrain d~crit en 3 dimensions (pour les gamines V/UHF).

Lorsque V'on r6duit le probl~me do calcul de propagation au profil do terrain

contenu dams le grand cercle passant par 1'dmetteur et le r6cepteor on trouve
dans la litt6rature ouverte on grand nombre de m~thodes semi-ernpiriqoes

permettant d'estimer les att~nuations de propagation. Ces m6thodes test~es

sur les gannes de frdquence V/UHF et sur diffdrentes classes de terrain

fournissent toutes, enmnoyenne, des r~sultats motablement 6loign6s des

nesures (6carts-types de 8 - 10dB). Les donn6es exp~rimentales sont donc
actuellement essentielles pour valider les hypth~ses th6oriques 00 semi-
empiriques faites dams les logiciels d'estimation de l'att~nuation de

propagation.
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MEASUR94ENT A1D SIMULATION OF WIDEBAND MOBILE RADIO CHANNEL CHARACTERISTICS

Rudolf Wernor Lorenz
Forschungsinstitut der Deutschen Bundespost

D-6100 Darmstadt

ABSTRACT

The general model of the transmission characteristics in mobile radio is derived. It is shown which
abstractions are necessary to come up with the wide-sense stationary uncorrelated scattering (WSSUS)
model. This model well known from troposcatter propagation is valid in mobile radio only for small vehicle
travel distances. Nevertheless, the WSSUS model proved to be ideal for system test performance in mobile
radio. The reasons are explained in the paper. A recently in France and Germany developed frequency-
selective fading simulator is described which is based on the WSSUS model and proved to be a very suitable
tool for hardware test of mobile radio equipment. The key dates of mobile radio channel charactistics
standardized by COST 207 are briefly presented.

1. INTRODUCTION

When a new mobile radio communication system is specified a choice must be made out of a large variety of
proposals concerning different methods of source coding, channel coding, modulation methods and access
techniques. The implementation of microelectronics in mobile radio equipment makes feasible application of
complicated algorithms for adaptive equalization, error detection and error correction. Modern receivers
incorporate efficient microprocessors capable for several Mega-operations per second. But there is a limit
to everything, and the more complicated the systems are, the more difficult is the optimum choice. It is
impossible to find the best solution by theoretical considerations. Computer simulation is a powerful
tool, but one is never sure, whether the models oversimplify the system reaction on the time- and
frequency-variation of the transfer function and whether the computer simulation covers all aspects to be
considered. Therefore, it is inevitable to perform hardware test measurements for varification of the
results gained by theoretical analysis and computer simulation.

Test measurements in the field cannot yield results which are reproducible statistically. Too many uncon-
trollable distortions by man-made noise and interference of other radio services may affect the received
signal. A reliable performance analysis of a mobile radio system can only be achieved if all parameters of
the radio channel are controlled. This is the reason why hardware fading simulators were developed which
reproduce the key characteristics of the mobile radio channel.

The general description of the transfer function of a mobile radio channel is given in section 2 of this
paper. Bello /l/ has defined in 1963 the wide-sense stationary uncorrelated scattering (WSSUS) model for
troposcatter propagation. The abstractions to apply this model on mobile radio are explained in section 3.
It is shown in section 4 that the WSSUS model proves adequat for performance tests of digital mobile radio
communication systems.

The Groupe Sp6cial Mobile (GSM) of the CEPT specified a Pan-European digital mobile radio telephone
system in the 900-MHz band. Several different radio subsystems were proposed covering narrow-band FDM,
narrow-band TDM and wide-band CDM access techniques. The GSM had to decide in a first step which access
technique should be selected. This decision was mainly based on experimental comparison of different radio
subsystems. The fading simulators proved to be essential parts of the experimental investigation of the
GSM when bit-error ratio (BER) performance was compared. The application of frequency-selective fading
simulators to model the mobile radio channel guaranteed that all radio subsystems were tested under
equivalent propagation conditions.

COST 207 had coordinated the specification and development of two different types of hardware frequency-
selective fading simulators, one of them made in France and the other one made in Germany. With respect to
BER performance the results gained with one radio subsystem compared well when one simulator was
substituted for the other one. However, both simulators suffered from some technical drawbacks which made
it not recommendable to reproduce one of them. Therefore, the German and the French PTTs agreed to utilize
the know-how gained and to co-sponsor the development of a new frequency-selective fading simulator called
FS 900. This set-up is decribed in section 5 of this paper. It has been tested by an international group
of experts and its performance fulfilled all requirements.

COST 207 coordinated in several parts of Europe measurement campaigns. Based on results gained from these
measurements and published in the literature COST 207 defined parameter settings for the frequency-
selective fading simulator to model mobile radio channel characteristics in rural, urban and mountainous
areas. The key dates of the parameter settings are briefly summarized in section 6.

2. THE GENERAL PROPAGATION MODEL IN THE MOBILE RADIO CHANNEL

A propagation model has been suggested by Turin et.al. /2/. In this model it is supposed that the propa-
gation medium acts as a linear filter with the property that, if Re(x(t) exp(j 0t)) is transmitted,

where x(t) is a complex-valued low-pass signal and f = w (2 n ) is the carrier frequency, then
Re(y(t)-exp(j w0t)) is received, where 0 0



10-2

K
(t) =' E (t - rk) ak exp(j k ) + n(t). (1)

k=1

The propagation medium is determined by three K-dimensional sets of path parameters:

r k the excess delay,

ak the resulting magnitude of the partial waves delayed by 
T k and

Ok their phases.

In addition to these parameters the received signal is deteriorated by noise n(t) which is excluded from
the analysis of the present paper.

Fq.(1) does not include the time dependence of the parameters. This has not been necessary for the purpose
of Ref. /2/ because this publication was focused on the statistical distribution of T k' ak and Q k

gained from point measurements. Concerning this objective Eq.(1) is a general description of the radio
channel in multipath environment without considering any motion of either the scatterers, the transmitter
or the receiver. It can be transformed into the frequency domain which results (omitting the additional
noise) into the transfer function

K
H(f) Y(f)/X(f) = L ak exp(j O k ) exp( -j . T k )  (2)

k=1

describing the frequency-selective fading, where f = w/(2;T ) is the radio frequency.

For a general model the three sets of real parameters can be supposed to be time variant. It is well known
that the time variation in mobile radio caused by the motion of the transmitter or the receiver consists
of superimposed rapid and slow fading. Tnese two time dependences differ by many orders of magnitude and
they affect mobile radio communication in considerable different ways. The rapid fading is modelled by
superposition of partial waves and the slow fading is modelled by time variation of parameters
characterizing the partial waves.

The signal received at an excess delay Tk consists of M partial waves

M
ak exp(j 0k) = L a (3)

m=1

with B the complex amplitude of a partial wave generated by a distinct scatterer (k,m). If

multiscattering is not considered all the scatterers with equal delay T k contributing to the received
signal (ak, Ok) are located on an ellipsoid with the transmitter in one and the receiver in the other
focus. Eq.(3) gives the superposition of all M scatterers which are located on the surfa-e Df the

ellipsoid k.

Due to the motion of the mobile the scattering angle between the direction of incidence and the direction
towards the mobile varies at the scatterer. The scatter diagram may cause a variation of the complex
amplitude B in magn*itude and phase. The magniti.- B is also affected by the variation of the

-k, a k,m
distance between the scatterer and the mobile. More important for smill displacements of the mobile,
however, is the variation of the phase due to varying delay which is described by the last term in Eq.(2).
The delays T k being equal for all scatterers located on the ellipsoid k at the instant of time t1 differ
in general at other times t A tI . Therefore, double indices T k,m(t) must be introduced for

the formulation of the variation of the delay of each individual partial wave. The variation of the delay
after a small increment of rime At can be formulated by a linear approximation

T k,m(t1 + 6 t) T k,m(tl) + Wk,m(tl) At. (4)

The coefficient wk,m at the instant of observation t1 is

wk'm(t1) = - (v(tl)/c) cos Yk,m(tl), (5)

where v(t1 ) is the speed of the mobile, c the velocity of light and lpk,m(tl) is the angle between the

direction of motion and the direction from the mobile to the scatterer. If these functions are known, the
variation of the delay of the partial wave scattered from (k,m) can be computed

t
T k,m(t) = f I(V(t)/C) cos Yk,m(t) dt + - k,m(tl). (6)

By insertion of Eq.(3) and (6) into (2) the general formulation for the frequency and time dependence of

the transfer funtion becomes

K M t

H(f,t) = Bk 5 (t) exp(-jO T k,m(tl)) exp(jo f v(t) cos ),k,m(t) dt/c). (7)
k=1 m-1 t1

As mentioned the variation of _km(t) resalts, in parts, from the variation of the scattering angle. This

is related to Y k,m(t). Therefore, considering a single scatterer, the variation of the complex amplitude

B k,m(t) and the variation of its delay T k,m(t) are correlated in general. In tropospheric scattering a

large number of almost equal scatterers zontribute to the received signal. It may be assumed then that a
scatterer moving to another place will be replaced by another one contributing the same power, on average.
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In mobile radio, however, this situation will be observed only, if the mobile would irive within a dense
forest. In all other cases the propagation medium consists of more or less prominent scatterers with
deterministic relations between the vuriations of their amplitudes and delays with time. This is the
reason why slow fading may not be modelled by the time variance of the complex amplitudes B, (t) only but

also the time iariance of the delays T k,m(t) must be considered. Moreover, both variables must be

correlated. Therefore, the model of slow fading in wide-band mobile radio channels is very complicated.

3. THE WIDE-SENSE STATIONARY UNCORRELATED SCATTERING (WSSUS) PROPAGATION MODEL OF THE
MOBILE RADIO CHANNEL

A considerable simplification of the mathematical treatment as well as the feasibility to develop a
frequency-selective fading simulator would be achieved if the wide-sense stationary uncorrelated
scattering propagation model (WSSUS) /l/ were applicable.

A stochastical process is wide-sense stationary if its expectation value is constant and its

autocorrelation depends on the difference of the variables only, in the case of H(f,t) only on (f2-f1 ) and

(t2-t1 ) but not on f1 or tI . H(f,t) is according to Eq.(7) already stationary in frequency. For a more

geaeralized formulation even that cannot be supposed. The scattering coefficients and the scatter diagrams
are dependent on freqjency. Within a bandwidth considered for wideband mobile radio, e.g. 10 Miz at
900 YHz, the variation of B with frequency, however, may be neglected.

-km
Stationarity in time requires that v(t), Bkm(t), ' k,m(t) and r km(t) are time invariant. It is obvious

that the speed of the mobile should be constant for a stationary fading process. With respect to the other
three iariables stationarity can only be expected for short vehicle travel distances. The variation of

Sk,m and T k,m strongly depends on the distance between mobile and scattecer. Cox /3/ has concluded from

his measurements in New York City that the statistics of the mobile radio channel are usually
quasi-stationary for vehicle travel distances in the order of 5 m to 30 u (small scale) but become grossly
nonstationary for distances larger than 20 m to 150 m. Reducing Eq.(7) to small scale means that the time
dependence of Bkm(t), v(t), Y kM(t) and T k,m(t) may be neglected and the integral has a trivial

solution. Using for abbreviation the freqjency shift (Doppler-frequency)

f - f Cos y Cos (8)
D c cs mkmm e cs A k,m

of the partial wave scattered by the scatterer (k,m) the statlonary transfer function becomes

K M
H(ft) = B k,m exp(- 2 n j k,m f ) exp(2 n D k,m t) (9)

k=1 m=1

This is the quasi-stationary propagation model which is determined by four (K * M) - dimensional sets of
parameters, constant in time and frequency:

Bk,m  the magnitude Df the partial waves scattered from the scatterer k,m;

T k,m its excess delay, which is equal for all Mk partial waves scattered on the surface of the
ellipsoid k, if miltiscattering is not taken into account;

fD k,m its Doppler 5nift and

arc(Bm) its phase.

The distribution of the m&gnitudes versus excess delay and Doppler shift charazterizes the behaviour of
the stationary channel. It is called "time-delay Doppler-scattering function", for abbceviation

"scattering function", for which an example reproduced
from /4/ is plotted in Fig. 1. The scattering function
depicts the power density level

0.*5 0 PD = 10 lg(P kl) = 10 1g(B,, Bk,. /Bax B dB (10- ,z-ks-Sm-a -max

P( 1't0) 4 -
versus delay T and opple: shift fD'PD( -2f C _The powjr density PD = 0 dB is referred

-2 to the partial wave having the maximam

0 ' amplitude Bmax*

4 ; Fig. 1 Example of a measired scattering
function /4/ depicting the distribution

2 0 of power density versus delay T and
4Doppler shift fD'
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The phases of the received partial waves, the fourth set of (K * M) - dimensional parameters, intizduce
the stochastical character into H(f,t). So far the scattering problem has been treated as a deterministic
superposition of the contributions of each scatterer. However, due to the limited bandwidth A f of the
communication system the ratio of local resolution A x to wavelength A is approximately equal to the
reciprocal relative bandwidth. Therefore, the minimum distance Ax for the distinct discrimination between
two adjacent scatterers becomes

Ax ;Af / Af >> A . (11)

The superposition of partial waves scattered at all obstructions located within the volume of resolution

Ax 3 determines the phase of the resulting partial wave generated from that volume element. The resulting
phase can be assumed to be a random figure equally distributed between 0 and 2 r

arc(B ) = Z(n)k(0,2 (12)

because the distribution of obstructions in the volume element is random. The suffix (n) indicates that

Z(n)k (0,2 7r ) is a special sequence of (M * K) random figures. With each sequence (n) a different sample
ksm

function can be computed:
K M

k(f,t) =Z E 1 exp(- 2 j Tk,m f) exp(2 7j fD k,m t) exp(j Z(n) k,m(0, 2 T (13)
k=1 m=1

4. APPLICATION OF THE WIDE-SENSE STATIONARY MODEL ON SYSTE4 PERFORMANCE TESTS IN MOBILE RADIO

A performance comparison of different digital mobile radio systems is based on the evaluation of the BER.
An experimental determination of BER can be gained in a reliable way only if enough errors occur within
one measured block of data. Therefore, the measurement must be extended to a certain length depending on
the bit rate and the required level of resolution for BER. For example at a transmission rate of 16 kbit/s

and a BER resolution down to 10- 3 the measurement must endure for a period of 6.25 s to receive 100 errors
on average. This measurement duration is required to determine in the statistical sense reliably the BER
at one point of the curve versus signsl to noise or signal to interference ratio. All points must be
measured under the same statistical propagation conditions of the radio channel. Within 6.25 s the global
parameters of the mobile radio channel may change tremendously because the mobile is displaced during the
measurement so much. At 100 km/h, e.g., the mobile travels 174 m. Along such a run the mobile radio
channel i6 nonstationary according to Cox /3/. Considering that the WSSUS model would not be applicable
for determination of BER.

It is certainly true that a mobile radio system has to cope with nonstationary variations of propagation
parameters. On the other hand, however, the length of data blocks is limited within which error correction
procedures can be applied. I. duplex telephony, e.g., the total delay must nob exceed 100 ms. Otherwise
the transmission system cannot be used for real-time conversation. In 100 ms the mobile is displaced only
by A s = 2.8 m at 100 km/h. According to Cox the mobile radio channel is stationary within that vehicle
travel distance.

Errors occurring in mobile radio transmission are not equally distributed. Deep fades of magnitude of the
transfer function, rapid variation of its phase and/or peaks (f the group delay result in error bursts.
This characteristic of the mobile radio channel is a result of tho - model because deep fades of
the transfer function are causec by interference vf partial waves. The goal of sysLem performance tests is
to lind out the reaction of the system on these critical conditions of the mobile radio channel likely to
occur within one data block. Therefore, the reliable determination of BERs require the perpetuation of the
statistical behaviour of the radio channel for the duration of a data block for which error correction can
be applied. This means that transfer functions likely to occur statistically within a distance A s along
which the mobile travels during the transmission of one correctable data block should be reprcduced for
test measurements of BER performance. Even at high speeds of the mobile A s is small or comparable to the
travel distance within which the mobile radio channel is stationary. Because of this reason the WSSUS
model is to be taken for determination of the BER.

In other words, the abstraction of the WSSUS model is necessary to determine the BER in small timeslovs of
transmission within which error correction procedure are applied. Obviously, this objective can only be
obtained by a channel simulator, not by measurements in the real world which in addition to non-
stationarity may be affected by uncontrollable events of propagation, interference and/or man-made noise.

5. THE FREQUENCY-SELECTIVE FADING SIMULATOR FS 900

The frequency-selective fading simulator FS 900 was developed in Franco-German cooperation. FS 900 was
tested by an international group of experts /5/. It fulfilled all requirements. A simplified block diagram
of the set-up is plotted in Fig. 2. The bandwidth of the fading simulator is 5 MHz. The center frequency
can be set between 890 MHz and 960 MHz by adjustment of the frequency of the external local oscillator.
The radio frequency signal is down converted to 10 MHz, digitised at a sampling rate of 40 MHz, sp.it into
12 digital delay lines which can be delayed individually, digital to analog converted, controlled in power
level in each tap and complex modulated by different random signals having specified Doppler spectra. The
signals in the 12 branches are combined and up converted to radio frequency. The procedure for parameter
setting is extremely simple and 'changes are performed quickly. Parameter sets can also be stored on
magnetic disks. The 12 taps are described by

- the number of the tap;
- the file number of the Doppler spectrum of the noise sequence to be used for complex modulation;
- the attenuation of each tap transfer function and
- the delay of each tap.
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The noise sequences are stored in EPROMs and one out of eight can be allocated to each tap. The noise

sequences used in each tap are uncorrelated. The attenuation can be set between 0 dB and 31 dB in

1-dB steps and the excess delays between 0 ps and 51 Fs in 0.2-ps steps. The speed of the mobile can be

set between 0 and 300 km/h in 1-k /h steps. The Doppler spectra are computed according to Eq.(8) at a
radio frequency between 890 MHz and 960 MHz which can be set in 1-MHz steps.

It can be programmed whether FS 900 operates in 12 taps or is split into two channels to each of which

6 taps are allocated. In the latter case three modes of operation can be selected:

- diversity;
- interference and
- simulation of two separated channels.

In the diversity mode the input signal at the radio-frequency input RFIn is split into two branches of
uncorrelated channels for the two outputs RFout A and RFout B.

In the interference mode the signals from RFin and the second input are transmitted after uncorrelated

fading simulation to the output RF ut A. The second input operates at the center frequency of 10 MHz. This

lay-out was selected because standardized interference spectra generated by a programmable signal

generator may be used. For test measurements with interfering signals at radio frequency an external down
converter must be connected to FS 900.

in the mode of simulation of two separated channels, FS 900 is split into two separate channels having

6 uncorrelated and individually programmable taps each. For this mode of operation the external

up-converter is necessary. Both radio frequency bands must be within the bandwidth of 5 MHz.

Ext. Signal f f RF -150 MHz

enerator 
6 dBm

R~n Down Converter 1.01 & L02
0 890 _ V ( stage) isoL Amplifiers

960KHz 
t

IF =10 MHz f LOZ = 160 MHz

Fi.2Smlfe iagram of th frqenysletv time-varian fain simulatr S 900

7 g grou o Generator sA) rad
,nua 30dBm

ig. Delay Lines Signal adn
ir DACs OdBmuntainouiterrain

with LP- Filters pr ing he Up Converter RFout
()B

2 x 12DACs 1txl12or

& LP -FiTters 2 x6 paths

Noise Sequences~8 x 64k EPROM

PC with Power
IEEE Interface Supply

Fig. 2 Simplified block diagram oi the frequency-selective time-variant fading simulator FS 900.

6. PARAMETER SETTING OF MOBILE RADIO CHANNE CHARACTERISTICS IN DIFFERENTTYPE OFTERRIN

COST 207 working group on propgation has defined prameter settings for the simulation of mobile radio
channels /6/. They determine the simulation o propagation conditions which are typical

- in rural areas
- in urban and suburban areas
- in urban and suburban areas in mountainous terrain and
- in rural areas in mountainous terrain.

The average delay power profiles characterizing the four types of mobile environment are plotted in
Fig. 3. These definitions of COST 207 were based on rezu!+R published in the literature, on vast
theoretical considerations as well as computer simulations and on propagation measurements performed in
different countries participating in an international measurement campaign managed by COST 207. Some of
the results gained recently in mountainous terrain inder the coordination of COST 207 are published in
/7,8/. The delay Profiles P(T ), i.0. the power level allocated to different delays in the simulator are
plotted in Fig. 3.
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Fig. 3 Average power delay profiles defined by COST 207
a) in rural areas d) in rural areas in mountainous terrain
b) in urban and suburban areas c) in urban and suburban areas in mountainous terrain

The delay spread is the second central moment of the delay power profile. The delay spread S characterizes
the frequency selectivity of the mobile radio channel. A brief overview is given in the following table:

Delay Maximum
Type of terrain spread S excess

delay

Rural area 0.1lAs 0.5 As
Typical case for suburban and urban area 1.0Ots 5 As
Typical bad case for suburban and urban area 2.5 As 10OAs
Typical bad case for hilly terrain 5.0 Ms 2Ops

The table shows the large variation of channel characteristics for frequency selectivity in inobile radio

in different types of terrain.

7. CONCLUSIONS

The wide-sense stationary uncorrelated scattering (WSSUS) model describes the mobile raiic channel along
short vehicle travel distances, it is not valid for runs loiger than 20 m to 150 m. Nevertheless, the
importance of the WSSUS model is mainly to be a statistical perpetuation of short-term channel
characteristics. Otherwise reliable tests of radio transmission system performance cannot be determined.
Therefore, comparative test measurements can be carried out in a reproducable way only by use of fading
simulators based on the WSSUS model and not by field measurements.

The frequency-selective fading simulator FS 900 developed in Franco-German cooperation proved to be a
valuable tool for hardware test measurements of wideband mobile radio transmission systems. It is capable
to similate the different propagation conditions occupring in various types of terrain.
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DISCUSSION

R.J. BULTITUDE

I believe we agree that the QWSS assumption is acceptable for error rate

analysis, but should not be used in the interpretation of propagation

measurement results.

AUTHOR'S REPLY

Not really. The QWSS can be used also for the interpretation of wideband

measurements, but only along short runs along several meters. The slow

variation of attenuation and the variation of power delay profiles, however,

are correlated. Therefore, a simulation of slow fading cannot be performed

without the variation of the entire scattering function simultaneously.

Since this is very difficult, both in description by a model as well as in

hardware simulation such a model may not be used for error rate analysis.

Moreover , as I have pointed out in the paper, the QWSS model is to be applied

for duplex channels to perpetuate the short run characteristic of the mobile

radio channel.



LARGE BANDE EN SITE SUBURBAIN A 910 Mz
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RESUME

Ceutecomurnucauon pmisente tine rn6thode pour estirner la r~ponse impulsionnelle du canal radiomobile large bande, en UHF, ?1 partir
des paraxn~ires relatifs A i'cnvironnement. Ceux -,i eamprennent ]a position relative des diffutseurs par rapport A celle du mobile. Ces
ddLfuseurs sont reparus al~atoirement dans un env ironnement homog~ne et fonictionnent comme des sources secondaires d'ondes
n'6mettanL qu'un seul rayon dats, la direction do r6ccpteur. Les param~tres de 1environnement sont extraits A partir des plans
wupogiaphiques sectoriels exisiants. La hautetn des diffuseurs, conduisant un modele g6om~trique A trois dimensions, est introduite
par la notion de section efficdee radar bistatique. Cette demi~re determine les coefficients de r6flexion sur les diffuseurs. La
wrnlrontation des rdsultats de l'estimation A ceux obtenus par la mesure sur le canal r~e I 6 t6 faite sous forme de fonction doccupation
de trajets dans un intervalle de retards donn6. Elle d6montre un accord prometteux dams des sites suburbains.

1.ITRODUCIQ

La propagation radiornobile darts urn env' irortnement urbain est g~n6ralement affect~e par la presence des trajets multiples. Dans cc cas,
la propagation se passe h travers des r~flexions et des diffusiuats sur des masques (batiments et autres obstacles). Ce ph~nom~ne se
traduit sous forme, d 6v anouissements xctifs en fr~quence et en espace du signal requ lorsque le mobile se d6place [1]. La
wrnaissartce des caraf t~ristiques du canal comme, par exemple, sa r~ponse irnpulsionnnelle, s'av 4e alors utile pour am6liorer la
qualit6 de la liaison par la diversit6 de r6ccption.

Di cis modiies de ,anal sont mentiortn6s darts la litt6rature. Mais, tr4s peu traitent des statistiques du canal large bande en tenant
compLG des paramisres relats A l'ens ironnemertL Ossarma [2] fut le premier a proposer un modale basd stir des r6flecteurs plans et
paifaas, repartis Juine fa~on d6trn,iniste. Zander [3] a propos6 un modele g~om6trique - optique simple qui consid~re deb diffruseurs
scintiliants ct a1~atoirernent rdpartis. Rdcemnment, Bajwa [4] a affmr6 le modele de Zander en introduisant le principe de Huygen sor le
rayunnernenia des diffuseurs discrects et aldatoirement r6partis. Quelques sojent leurs r~sultats, tous ces mod~cs n'introduisent pas
encore la hauteur des diffuseurs.

La mod~le pr6sent6 darts cci article concerne un mod~Ic g6onaitrique h irois dimension.. La hauteir des diffuseurs y est introduite
implictterrent par la notion de Icurs surfaces efficaces radar bistatique [5]. Cellcs-ci permettent. de ddterminer les coefficients de
reficiions stir les diffuseurs. Les pararn'tres de l'environnement sont exiraits h partir des planis topographiques sectoriels dont la
nurn~rtsation a 6t6 effektiae au laboratoire. Enfin, la confrontation dui modil avc. Ics statistiques du canal, obtenues A partir de nos
carnpagnes de mesure effectu6es sur le terrain, a 6ttd faite sous forme de ionction de probabilit6 d'occupation des trajets dans un
intervalle de retards donn6.

2. MODELE DU CANAL A TRAJETS MULTIPLES

Le mod~le .J6crit ci apr4s consid~e que le princip- de diffusion est reprdsent6 par one simple r6flexion. Les diffoseurs sont
al~atoirement r6patis ,au.vant la mime directioun dans m. envtronnemnent homogZ~nc et fonitionnent comrnc des sources secondaires
dfoIudes. Ces diffuseurs sont moddlis6s g6om6tiquexnent par des paral6t6pip?~es ayant des surfaces planes -verticales. Les
,.oeffikients de r6flcxion scr les diffuseurs sont d6termin~s par la surface efficace radar bistatique correspondant aux surfa,.es de ces
derniers. Les ondes qui arrivent dans Ie voisinage du mobile sont supposdes planaires et polaris6es verticalement.

2.1. La g~omftie des diffuseuts

Uric vue g~n~raie des diffuseurs est donnt~e par Ia figure 1. Les vec-teurs rk 1, 2, 3, ...N repnisentent les distances entre le mobile
et les N diffuseurs. Chacuin d'eux a un ou plusicurs coefficients de rdflexion ddterrnin~s par Ia surface efficace radar bistatiquc. des
surfaces illumin6es et s'exprime d'apr~s [5]:

P nICos 0 sin (n: (1)

o t hest Ia hat.,eur de Ia surface iflumir~e des diffuseurs, I est sa largeur, 0/2 est !'angle d'incidcnce de l'onde stir la surface et
n = 0, 1, 2,..

Lz retard relatif tk d5i A l'onde arrivant du kcme diffuseur petit 8tre calcul6 d'apriu la relation suivante,(voir fig.2):

rk PksinO/ (2
tk= i 2 2

'rk c cm sink cos Pk
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oii 1k est la distance entre le kVme diffuscur et Ie r&cepteur, 4)k et 13k d6terrninent sa position angulaire relative et C. est la v itesse de la
lumii~r.

Done, la r~ponse impulsionnelle du canal est obtenue si les paramixtrcs Pk, rk, ( k et 13k sont connus. Ces derniers sant des variables
aldatoires.

Pour un mod~e 'a deux dimensions, Zander a mod51is6 r comnie un processus al~atoire stationnaire du second ordre, inddpendant dc,

4obtenu 'a paitir d'un procassus de Poisson planaire [3]. Bajwa a affin6 ce mod~le en introduisant la largcur des rues et aboutit '
1'expression suivante [4]:

ait D est la s6paration entre Ics diffuseurs et W est la largeur de la rue.

2.2. ijes statistiqucs; des param?~res de l'environnement

A partir des plans topographiques sectoriels ou des plans doccupation du sal existants, 'a 1&helle de 112000, nous pouvans, extraire
des param~tres de l'environncment tels quc:

a) ]a distance r si~parant le diffuseur du r6cepteur mobile qui conduit 'A la cannaissance de la densit6 de probabilit6 p(r).

b)- la position angulaire r0 du diffuscur par rapport au r~cepteur mobile conduisant ha la distributionp()

Mais, la hauteur des bitimcnts ne figure pas cncore sur ces plans.

Ainsi, pour arriver 'a ddtcrminer la distribution des coefficients de rdflexion p(p) et celle de I'dldvation des diffuseurs p(pl), une
inspection effectu~e sur le site s'est r&61~6e ndcessaire. Tous les procds d'extraction de ces parantres ant &td ddvelapp6s au
laboratoire. Pour cela, un mayen de num~risation automatique des plans par ordinateur a &t6 mis en ceuvre.

3. SYSTEME DE MESURE

Des cainpagnes de mesure de propagation radiomobile 'a 910 MHz furent effectu6es dants la ville de Rennes [6]. La technique chovisie
pour relever la r6ponse impulsionnelle du canal est bas~e sur le principe de corr6lation.

A N'mission, fig.3, la fr~quence intcrm&Iiairc (Fl 70 MHz) est modul6e en B.P.S.K. par une s6quence pseudo-aldatoire ayant un
dt~bit num6rique de 10 Mbits/s et une longueur maximale de 127 bits. Une transposition 'a la radiofrquence (RF =910 MI-I) est
ensuite effectu6e avant d'attaquer Idtage amplificateur qui permet d'avoir une puissan.c d'6m.ssiun de 10 W. Le signal est 6mis 'a
partir dune antenne onmidirectionnelle ayant un gain de 9 dBi et port6e par un pyl6ne de 43 in de hauteur.

A~u niveau du r6ccpteur , Ic signal est capt6 par ure antenne arxnidirectionnelle de gain 3 d~i plac~e sur le toit du mobile 'a 2,5 mn du
sal Afin darnfio~er ]a dynanique do r6cepteur, tin amplificat..r Iagarithmnique est introduit 'Ala frquent P interrn&Iiaire. Ensuite, tin
corr~latcur 'a ondcs acoustiques de surface est mis en ceuvre. Une d6teatian coh6rente est alors, effec.tu& sur les deux composantes en
phase et en quadrature dc phase du signal requ. La cohdrence est garantie par la bonne stabilit6 des synth6tiseurs de frequence
(lO-IO/hecure 'a 910 MHz).

La r~solution ternporelle obtenue avec cc systixme cst de lordre dc 100 us, cc qui permet de dissocier des trajets diffdrents de 30 m ou
plus. Quant 'A ia fen~trc dobservation, dile est de 12,7 Its environ.

4. SYSTEME D'ACQUISITION DES DONNEES

L'architcture g6n6rale du systc d'acquisition eL de traitement des donn6es est niontrde 'a ]a figure 4. Elle est construite autour d'un
calculateur (TEK 4041). Les signaux regus sont d'abord dchantillonn~s 'a I'aide d'un nitm6riseur (TEK 7612 D) puis transfd6s dans
une unit6 de stockage (TEK 4041 DDU) pour un trait%:mcnt num6rique diff&6. Un capteur de distanIC pernet de relcver. avetc
pr~cision, le di~placement du r~cepteur mobile.

Les dornes ant Wt~ obtenues pour une vitesse constante du mobile de l'ordre de 1 m/s, sur des parcours de 30 m environ. La
fr6quence d'dchantillannage des signaux est de 50 MHz.

5. RESULTATS

Une caractdrisation du canal radiomobile a 6td effecti6e 'a petite 6chllie . Celle-ci portait sur la fonctxoi dc diffusion retard - Doppier ct
sur Ie profil moyen de In rt~ponsc impulsionnelle. Les f igures 5 et 6 montrent des exemples de r6sultats abtenus. Ccux-Li permettent,
d'aboutir ha une cparactdrisation globale portant, en particulier, sur ]a dcnsit6 de probabilitd docctupation des trajets dans un lrktcrvalle de
retards donn6.

En pratique, cette probabilitd est obtenue en comptant le nombre de profils ao6 I'aniplitude du trajet. dans un intervalle dc retards de
100 ns. d(Ipasse un scuil choisi. La figure 7 rcpn~sente ]a probabilit6 dSoccupation des tlajets issue des r6sultats cxpi~rimentaux releves
dans un site suburbain. D'autre part, le r6sultat Lc I'%stimation de cette probabilit6, tin! 'a partir des parain~res de 1'environniement du
m~me site, est port6 sur la rpgurc 8. Une confrontation de ce r~sultat avec celui de Iecxp~riencc peimet de constater un accord
satisfaisant.
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6. CONCLUSION

Cet article a concern6 la prlsentation d'une m~thode pour estimer ]a Ulponse inipulsionnelle du canal radiomobile large bande. La
comparaison des r6sultats de 1'estimation et l'exp~rience a 6td effectu6e en considi~rant ]a probabilit6 d'occupation des trajets dans un
intervalle de retards donn6. Cette confrontation apparait prometteuse. Mais, d'autres campagnes; de mesur- seront n6cessaires pour
valider la m6thode dans; des sites divers.
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DISCUSSION

K.S. KHO

I - There are two methods of wide band measurements

- using pulses

- using PR patterns.

It seems to me that pulse measurements are the less complex one.

Can you give some rationale behind your PR pattern choice ?

2 - The narrowband propagation characteristics is quite wellknown. Is it

not possible to extrapolate the narrowband characteristics to the wide

band characteristics ?

AUTHOR'S REPLY

I - Ii est vrai que la mesure par l'dmission d'impulsions est plus simple

A mettre en oeuvre, par rapporta la mesure par I'dmission d'une sequence

pseudo-al6atoire.

Mais l'inconv~nient majeur de cette technique s'exprime par la n~cessit6

d'dmettre des impulsions avec une puissance crete tr~s importante. Ceci

pour assurer une ddtection ad6quate des impulsions reques.

Quant A la mesure par l'nmission d'une sequence pseudo-aldatoire, elle

n6cessite d'une part une puissance crete relativement plus faible et

d'autre part, elle prdsente une meilleure immunitd contre certains types

de brouilleurs. Ceci est obtenu grace au principe de l'talement de spectre.

2 - Il est vrai qu'on ne peut pas extrapoler les caractdristiques de la

propagation & large bande A partir de celles A bande 6troite. Mais le

contraire est toujours possible, du fait que l'4mission a large bande est

dquivalente A plusieurs 4missionssimultandes A bande 4troite.

E. GURDENLI

I - Can you confirm that your model is an "extension" of Bajwa's ?

2 - Can you confirm that the only extension is the inclusion of the height

of the scatterers ?

3 - What probability functions are used for the parameters of the model ?

4 - You described the use of topographic maps to extract the height information
for specific scenarios. Do you have a probability density function for

the height parameter ?

AUTHOR'S REPLY

1 & 2 - Notre modtle fait intervenir la hauteur des diffuseurs, tandis que le

module de Bajwa est bidimensionnel et ne tient compte que de la surface

d'occupation du sol par ces derniers.

3 & 4 - Les travaux actuels permettent d'envisager la d~termination des

densit~s de probabilit6 pour des paramtres tels que : la hauteur des

diffuseurs, la distance diffuseurs-r6cepteur et la position angulaire des

diffuseurs.

En pratique, l'extraction de l'information sur la hauteur des diffuseurs

se fait par une inspection sur le site.
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WIDEBAND CHARACTERIZATION OF FOREST PROPAGATION CHANNELS

Allan Schneider & Frederick J Altman Kevin Lackey
CyberCom Corporation US Army CECOM

4105 North Fairfax Drive Center for C3 Systems
Arlington, Virginia 22203, USA Fort Monmouth, NJ, USA

SUMMARY

Wideband propagation measurements within the frequency band 200 to 2000 MHz
have been made through a coniferous forest of Douglas fir at Fort Lewis,
Washington and through a deciduous forest of red maple in Coventry,
Connecticut. Measurements were repeated at Fort Lewis in successive years
following thinning of the forest, and twice within the same year at Coventry,
before and after the autumn fall of leaves. These field measurements
utilized wideband impulse-response measurements to characterize the UHF
wideband forest propagation channel. The effort relied upon the US Army's
Wideband Propagation Measurement System (WPMS), a self-contained, mobile,
automated, wideband propagation data acquisition and recording system. This
measurement program has been closely coupled to an analytic effort to develop
a UHF forest propagation model suitable for predicting the transmission loss
and delay spread experienced by a radiowave propagating through the forest.
This paper will review both measured and predicted values of transmission loss
and delay spread as they relate to distance, antenna height, frequency,
polarization and biophysical forest parameters. Concepts bearing on the
analysis and interpretation of the measured data will be discussed, and
conclusions drawn relating to communication system deployment in forests.

1. INTRODUCTION/BACKGROUND

This program was initiated in response to the increasing comtemplated use of
wideband techniques and the absence of definitive models to support the
analysis of wideband performance. To date, link budget designs are still
generally based on narrowband propagation analyses and models. Since
narrowband models do not account for the increased vulnerability of wideband
propagation to multipath and frequency selective fading, the use of narrowband
models in the design of communication equipment employing wide bandwidths may
result in under-design. Wideband measured data and a wideband propagation
model were both needed to accurately, represent the effects of the forest
channel on wideband transmission. The motivations behind the Army's Wideband
Propagation Program and its evolution are fully discussed by P. Sass (ref. 1).

The Wideband Propagation Measurement System (WPMS) has been designed
(ref. 2) as a computer-controlled, self-contained measurement tool with
which to conduct a series of comprehensive UHF ground communications
channel measurements. The system covers a broad range of UHF
frequencies and bandwidths, the transmitter and receiver portion of the
system are housed in separate vehicles, and each vehicle is equipped
with integral self-erecting antenna towers with an operating range between

12 and 65 feet. The complete characteristics and capabilities of the
system are summarized in Table 1.

The transmitted signal is a wideband pseudonoise (PN) code-modulated
phase-shift-keyed signal. After transmission through a carefully
calibrated transmitter and antenna system, the wideband received signal is
cross-correlated at the receiver with a locally-generated replica of the
transmitted signal to produce the impulse response of the channel. The
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Time-Varying Impulse Response (TVIR) is the primary means of channel

measurement (ref. 3). The amplitudes and locations of the peaks in the TVIR

provide data on the attenuation and delay of the received signal.

The measurement approach used to derive the TVIR of the

communication channel is known as a "sliding correlator"; so-called

because the receiver clocks its code sequence at a rate slightly different

from the transmitter's. This causes the transmitter and receiver code

sequences to slip in phase with respect to each other, so that the

correlation function, when viewed on an oscilloscope appears to trace out

the full length of a TVIR. The WPMS further reduces the long

examination time inherent in such sliding correlator techniques by utilizing

pairs of in-phase and quadrature correlators, the pairs offset by 1/4 chip

intervals to reduce the total correlation time. Both in-phase and

quadrature-phase components of the measured TVIR are recorded. For any given

episode (a prescribed configuration of radio/antenna parameters), the TVIR

is measured repeatedly until the data buffer overflows. Post-episode

processing of the TVIRs involves calculation of the corresponding PTVIRs

(sum of the squares of the in-phase and quadrature components) and

their Fourier transforms. Also determined are the PTVIRMIN,

PTVIR_AVG, and PTVIRMAX. Analogous operations are carried out on the

Fourier spectra to determine SPECMIN, SPECAVG, and SPECMAX.

2. MEASUREMENT LOCALES

Propagation measurements were made in two distinctly different forest

environments - a trunk dominated Douglas fir forest in the Pacific Northwest

(Ft. Lewis, Washington) and a canopy dominated deciduous forest consisting of

red maple in the Atlantic Northeast (Coventry, CN). Field propagation

measurements were conducted twice at each site. Measurements were made at

Fort Lewis prior and after thinning (some of the trees were harvested)

allowing a unique opportunity to gauge the impact of tree density on a

propagating signal. Measurements were made at Coventry during the summer and

in the autumn (after the leaves had fallen) providing an opportunity to

measure the seasonal effect of foliage on radio signals.

The propagation measurements conducted at Fort Lewis were made at a number of

antenna heights providing propagation data from manpack-type deployment to

just under forest canopy deployment. The first sets of measurements at Fort

Lewis (ref. 4) were made during April-May 1986 and were conducted at two
different sites. One site, Holden Woods, had older, less dense growth with

taller (60-130 feet) larger (greater diameters) trees than the second site,

South Perry, which had heights between 50 and 100 feet. The South Perry

measurements were repeated in June 1987 after the trees had been thinned.

Measurements were made at Coventry, Connecticut in late August-early September

of 1987 and identical measurements made again in early November (after the

autumn fall of leaves) of the same year. The site is a flat wetland with a

30-year old stand of red maple with occasional white pine and aspen along the

edges of the stand. The forest height is about 48 feet; the base of the

canopy is about 28 feet above the forest floor.

3. FOREST BIOPHYSICAL CHARACTERISTICS

In order that measured data might be used both for model validation and trend

analysis, the forests themselves were carefully characterized biophysically.

For example, at Fort Lewis, a regular grid of tenth-acre plots was established
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and within these plots the number of trees, tree trunk diameters, tree
heights, and canopy thickness were all measured. The tree trunk number
density and mean tree trunk diameter were then determined for each plot and
used to construct the contour plots shown in Figures 1 and 2. These figures
proved especially useful in assessing the homogeneity of the measurement. sites
and for deriving the path-averaged values of tree trunk number density needed
for model validation and data interpretation. The tree trunk-diameter
histogram (composite over all plots) and tree height-diameter regression curve
are shown in Figures 3 and 4.

4. PATH-LENGTH EFFECTS

Path attenuation, as expected, increased with increasing path length. This is
apparent from the (1986) Fort Lewis path attenuation data, measured at three
frequencies (400, 850 and 1050 MHz) between three equal-height antennas (11.6,
14.6 and 17.6 m) and plotted in Figure 5. Regression of path attenuation

against path length reveals only slight statistically significant differences
according to frequency and polarization. With horizontal polarization, the

least-squares attenuation/distance slopes at the higher frequencies of 850 and
1050 MHz are about 0.17 dB/m; for all other polarization-frequency
combinations the slope is about 0.14 dB/m. There has been no evidence of any
lateral wave, a forest propagation mechanism which often arises in dense
forests at frequencies below 200 MHz. (The lateral wave is discussed further
in Section 6.) Measurements conducted at Coventry prior to and after the
autumn fall of leaves show an approximate 5 to 6 dB drop in attenuation loss
with the leaves gone.

Delay spread, too, increases with increasing path length. This is apparent
from the (1986) Fort Lewis delay-spread measurements shown in Figure 6.
Generally, the delay-spread of horizontally polarized waves increases less
rapidly with increasing path lei.gth than do the corresponding delay-spreads of
vertically polarized waves. Especially notable is the rapid increase of

delay-spread with increasing path length experienced by vertically polarized

400 MHz radiowaves.

5. ANTENNA HEIGHT/POLARIZATION EFFECTS

Both the Fort Lewis and Coventry data indicate attenuation to have some

antenna height dependency. A plot of path attenuation versus antenna height
for frequencies of 400, 850, and 1050 MHz for both vertical and horizontal
polarization is shown in Figure 7 using data from the 1986 measurements at
Fort Lewis. Note that no data are provided for South Perry for horizontal

polarization at 850 and 1050 MHz and for vertical polarization at an antenna
height of 65 feet. The path loss was so great at these frequencies and
polarizations that no signal could be measured. The 400 MHz data showed
little change with height, whereas the higher frequency data showed an
increase in path loss with increasing antenna height. The high-frequency
cases clearly refute the general wisdom that higher antenna heights are
better. The increased path loss is most notable in the South Perry
(shorter trees) data. This suggests that clearance-below-canopy is the
effective parameter and not height. In addition, the Holden data indicate
that horizontally polarized signals suffer more attenuation at the higher

frequencies, most probably because of the effect of horizontally oriented

branches.

Attenuation measurements through deciduous trees at Coventry showed just

the opposite path-loss/polarization dependency. As stated earlier the
conifers at Fort Lewis had branches that were practically horizontal while
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the deciduous trees at Coventry had branches with a more vertical orientation.
These two different results reinforce the contention that branches, and more
specifically their orientation, strongly impact the path-loss/polarization
relation.

At Fort Lewis (the only delay spread data processed so far) delay spreads
up to 600 nanoseconds were observed. Delay spread was found to be
greater with vertical polarization especially at 400 MHz. Although the
Coventry data has not been formally processed delay spread was also noted to
be greater with vertical polarization that with horizontal.

6. FOREST PARAMETER EFFECTS

Tree trunk number density appears to be the primary parameter affecting signal
strength and multipath delay spread, although for antennas situated within the
canopy, branch size and orientation statistics are likely to play a major
role. The dominant propagation mechanism in the forest appears to be tree
scatter. No ground effects were noticed, and it appeared that ground
reflections were lost in multiple tree scatter. The existence of a
"lateral wave" (a wave that propagates just above the canopy/air
interface) was not seen.

A particularly useful measure for assessing the effects of the forest
parameters on signal strength is specific attenuation. According to theory
[7], the specific attenuation within a trunk-dominated forest increases
linearly with increasing tree- trunk number. Theoretical curves showing the
variation of specific attenuation with frequency are shown in Figure 8 based
on the (1986) South Perry biophysical parameters. Also shown are the values
of specific attenuation derived from measurement. Although order-of-magnitude
agreement is excellent, the polarization dependence is extremely ragged,
probably because the antennas were positioned only slightly below the canopy
where scattering from branches could strongly affect polarization.

The much misunderstood lateral wave merits further discussion (ref. 5).
First, a lateral wave is a signal that originates from an antenna within the
confines of the forest, exits the forest through the canopy,
propagates just above the canopy (experiencing essentially free space
attenuation loss), re-enters the forest through the canopy, and is
received at a second antenna also in the forest. Before addressing the
lateral wave further some understanding of the propagation electromagnetics
of a signal in foliage is necessary.

The propagating forest signal consists of an incoherent and coherent
component. As a radiowave propagates through the forest, power
associated with the coherent component is transformed to the
incoherent component. The strength of the coherent wave is dependent on
its ability to maintain coherence. It is the coherent component that gives
rise to the lateral wave. As frequency increases (:.nd wavelength decreases)
the turbulence or roughness of the canopy/air boundary disrupts the
coherent component causing it to lose coherence. Therefore, at
frequencies above 400 MHz the strength of the coherent component has been
reduced to such an extent by crossing the canopy/air interface that the
lateral wave contribution to the received signal is negligible.

Measurements were conducted at Coventry specifically with the intent of
finding a lateral wave. The measurements were made at a path length of 910
feet with both transmitting and receiving antennas at identical heights.
The center of the canopy and the canopy/air interface were at
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approximately 38 and 48 feet respectively. Most surprisingly, less loss

was found at 38 feet than at 42 feet. A summary of the experiment
characteristics and results are shown in the following table:

Antenna Path Attenuation (dB)
Height (ft) Vertical Horizontal

38 15.2 4.4
42 17.3 10.2
47 10.5 6.3

52 9.6 10.6

Depending on forest canopy density, the portion of the transmitted signal
giving rise to the lateral wave propagates upward from the transmitting
antenna through the canopy and downward from above the canopy to the
receiving antenna at an angle between 3 an 4 degrees relative to
horizontal. Using this criterion with the measurements made in the canopy
region at Coventry, a lateral wave should have been seen. At antenna
heights of 52 and 47 feet no excess path loss should have been noted.
Furthermore, the path loss should have increased as the antenna height was
reduced to 38 feet. This last result certainly indicates that the signal
travels along a direct path through the forest, experiencing path loss
dependent on the density or number of scatterers present.

An additional problem when assessing data to determine the existence of
a lateral wave is the homogeneity of the forest parameters (i.e., uniform
tree height and number density for the entire transmission path). The
plots in Figure 9 demonstrate the homogeneity problem. This figure
contains plots of excess path loss vs distance for the Holden Woods site at
Fort Lewis. Note that the excess attenuation exhibits a minimum at
800 feet attributable, most likely to path inhomogeneity. On long paths
where the lateral wave has supposedly been seen an examination of the path
should be made. Based on this project's experience in temperate forests,
it is difficult to find a path of any great length that maintains constant
density or height.

7. CONCLUSIONS

This paper has presented the initial findings of the Army's Wideband
Propagation Measurement program. This effort is filling the void in wideband
signal behavior and modeling; combining developing wideband theory and
propagation models with actual field measurements to collect empirical
wideband propagation channel data. Some notable observations from
the field measurements are presented and a comparison of measured results
to model-predicted signal behavior. The experiment results are by no means
conclusive, since foliage measurements have been dominated by

measurements in the trunk region of the forest, but the findings
demonstrate the potential value of these measurements to understanding the
wideband communication channel.

Most noteworthy are the antenna height/pathloss results and the
polarization/pathloss results at both Fort Lewis, Washington and Coventry,
Connecticut. These height/pathloss results clearly refute the general
wisdom that higher antenna heights are better and may clearly impact tactical

radio deployment philosophy. The Fort Lewis measurements made below the
canopy in the trunk dominated portion of the forest, show a pronounced
increase in path loss with increasing antenna height, especially with
increasing frequency and horizontal polarization, Likewise the Coventry,
Connecticut (deciduous forest) results show that path loss is less at
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mid-canopy than just below the canopy interface.

These findings and others described in this paper will be examined
further iii an on-going analysis and presumably in future measurements.
Specifically, measurements are planned around the canopy/air interface and
through foliage over rougher terrain. These current findings, further
analysis of existing data, and planned future measurements have expanded
and will continue to expand wideband propagation models, and improve the
utility of existing propagation models.
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System Capabilities

GENERAL

Carrier frequency range 200 to 2000 MHz
Delay-spread range -1 to 20 us
Delay-spread resolution 2 ns
Doppler-spread range -15 to 240 Hz
Doppler-spread resolution <2 Hz
TVlRamplitude resolution 0.1 dB
TVIR multipath amplitude resolution -20 dB min
Measureable path loss 155 dB min

ANTENNAS

Omnidirectional Biconical
Directional Crossed LPAs
Transmitter polarization V, H, RCP
Receiver polarization V, H, RCP, LCP
Azimuth 0 to 3600
Height 5 to 65 ft

TRANSMITTERS

Number 2
Frequency range

Transmitter No. 1 200 to 1050 MHz
Transmitter No. 2 700 to 2000 MHz

Power output 100 W max
Modulation PN sequence

Bi-phase modulation or CW
Clock rate 50, 125, or 250 MHz
Instantaneous null-to-null bandwidth 100, 250, or 500 MHz
PN code length (chips) 255, 511, 1023, or 2047
Control Local or receiver computer

RECEIVER

Number 2
Frequency range (each channel) 200 to 2000 MHz
Sensitivity (23 dB SNR in 50 kHz BW) -95 dBm
Modulation PN sequence

Bi-phase modulation or CW
Clock rate 50, 125, or 250 MHz
Instantaneous null-to-null bandwidth 100, 250, or 500 MHz
Code length (chips) 255, 511, 1023, or 2047
Control Local computer
Instantaneous dynamic range 50 dB
Input signal range (at van wall) 0 to -95 dBm
AGC (receiver computer controlled) Stepped in 1-dB increments
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ABSTRACT

Statistical results of in-band amplitude dispersion on a microwave link during 1985 with diversity reception in France
ai e presented. The large time extent of our data base allowed an analysis of the seasonal variations of in-band amplitude
dispersion distributions. Worst-month distributions are also presented for each channel. Idealized switch diversity is
investigated with the decision criterion of in-band amplitude dispersion. It was found that the potential improvement due to
the space diversity technique in terms of the reduction in amplitude dispersion was remarkable. The frequency correlation
coefficient of received amplitudes and powers in the summer of 1985 was computed on the experimental data base.
Comparisons between experimental results and theoretical results were made for the two non-diversity channels for tile
summer period of 1985.

I. INTRODUCTION

High-capacity digital microwave systems are very sensitive to in-band amplitude dispersion (IBAD) due to multipath
fading. It was found from experiments and theoretical considerations that the bit error rate (BER) is closely correlated with
in-band amplitude dispersion 141. Because of its simplicity of measurement and its strong correlation with medium and high-
capacity terrestrial microwave digital system performance, IBAD has also been chosen as a parameter to characterize the
multipath propagation channel (7].

It has been previously shown that statistical characteristics of IBAD can be a basis to predict communication quality of
microwave digital system due to multipath fading. Some experimental results have been published and empirical laws have
been proposed for the distribution of this parameter. However, experimental results are still scarce, especially for space
diversity systems, and theoretical research is far from being sufficient for the prediction of the statistical characteristics of this
parameter.

This paper describes experimental results obtained in France on a space diversity microwave link. This experiment
(PACEM 2 experiment) was set up for a period of several years in the Beauce region, and extends over a length of 50 km,
with two receiving antennas at heights of 80 and 95 metres, respectively. The operating frequency is about 11 GHz, with a
bandwidth of 64 MHz. Transfer functions (Automatic Gain Control Voltage and Group Delay Distortion) were recorded
with a frequency sweep rate of 17.5 Hz on both diversity channels, and 128 samples per sweep. In order to reduce the
amount of received data, only those transfer functions affected by multipath were kept, using a fade selection threshold of
6 dB. It should be noted that transfer functions from both channels were kept whenever one of the single channels exceeded
this threshold. The topographic profile of the PACEM 2 experimental link is given in Fig. 1; more details about this
experimental set-up can be found in previous papers (31121.

From a theoretical point of view, a model is described, and the statistical characteristics of the IBAD parameter during
serious multipath fading can be obtained. The comparisons between the cumulative distributions of measured 19AD and the
calculated results for serious multipath fading periods is presented here.

II. EXPERIMENTAL RESULTS

In-band linear amplitude dispersion (IBLAD) is the difference between two levels in decibels at two frequencies.

In this paper, the statistical results of the in-band and linear amplitude dispersion in a 55 MHz frequency band in the
whole period of the year 1985 are revealed.

The definition of IBLAD employed in this paper is,

IBLAD = 20log(R,/R2 ) = 10log(P2/P ,) (1)

where R2 and P2 are received relative amplitude and power corresponding to the higher edge frequency f2 of the frequency
band, R, and P, are received relative amplitude and power corresponding to the lower edge frequency f, of the band. For
cumulative probability calculations, the absolute values of IBLAD are taken,

Z = 20log[max(Rl,R 2)/min(R,,R2 ). (2)

* Mr Li is a researcher of China Research Institute of Radiowave Propagation.
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In the following, what is meant by the term diversity or third channel, is the one obtained supposing ideal switching, i.e.
keeping that of the two single channels which has the lower IBLAD.

A. Monthly Distributions

Fig.2 and Fig.3 show the vanations of the statistical distributions of IBLAD for the three channels from month to
month. It should be noted that the curves for January and December are less reliable fur the leason that insufficient data
were recorded due to some failures of measurement system.

The probability values given in Fig.2 are relative or conditional probabilities. The probability given in Fig.3 was
counted relative to the total experimental time dunng the month of interest. Fig.3 contains the total information, taking into
account the difference in fading occ,.urrcnc.c from onu month to the next, the interest of conditional probability representation
of Fig.2 is to stress the month difference in the strength of the events.

It should be noted here, in Fig.2 and Fig.3, that owing to the rejection of recorded data not satisfy ing the selection
cntenon, a certain distortion is introduced for small values of IBLAD. Indeed, we keep all transfer functions with IBLAD
greater than 6 dB, because then the attenuation in the bandwidth is also greater than 6 dB. Portions of the transfer functions
with IBLAD lower than 6 dB on the other hand may have an attenuation lower than 6 dB and thus be rejected by the data
selection protess, it results in a "distortion* of the IBLAD statistics at lower value. But this is of no practical consequence, if,
as can be suggested, all possibly damageable transfer functions are retained.

In Fig.3, it appears that the probability values of small IBLAD for the div ersity channel are greater than those of non-
diversity channels. Since, during the calculation of cumulative piobabilities of IBL-%D, the same total time (experimental
time' was used for the three channels, and since, moreov er, the chosen IBLAD for the diversity channel is the smaller of
IBL.AD values between both non-diersity channels, there are much more small values of IBLAD on the diversity channel,
thib is the reason for such a result. In fact, diversity is useful only when IBLXD is large enough to indu,.e outage. In that case,
the curves alwa)s display a diversity improvement. This benefit could be better understood afterwards in part II-D of this
paper.

B. Seasonal Variations

Seasonal variations for two seleted thresholds of IBLAD are given in Fig.4. It can be clearly seen that there exists a
broad maximum in tht. summer, which would be expected sin"e it is known that atmospheric la)ering o.urs more frequently
during summer. Also, for the lower antenna, a high peak in February is noticeable, which can be explained by winter
occurrence of atmospheric layers during short time periods.

Worst-month distributions for the three channels are given in Fig.5. They have been obtaied as the envelope of the
monthly .urvs of Fig.3. It shows that for worst-month a great improvement is provided by space diversity. The quantitative
description of the diversity improvement will be found in II-D.

It can be notic.ed that the poor diversity improvement obtained on the level at centre frequenc.y on the same data base
'2 due to an abnormal behaviour of the events recorded in June, does not appear when considering the IBLAD here.

C. Yearly Distributions

The distributions of negative and positive values of IBLAD for the three channels are giv en in Fig.6. There seems to
exist a slight dissymmetry for the three distribution curves.

Fig.7 gives the .umulati.e distnbutions all over 1985. They are almost linear for tie three c.hannels taken individuall),
the slope values are given in Table 1.

TABLE 1

Channel Lower antenna Higher antenna Diversity

0 ---- 24dB 0 ---- 30dB 0 --- 12dB

Slope (dB/decade) 6.2 7.5 2.2

From all of thc. abovc curvcs, is obious that in our experiment the higher antenna is much more sensitive to iultipath
events, which is consistent with already obtained distributions of fade levels at centre frequency [21.

D. Diversity Improvement

The; IBLAD parameter has been chosen in this paper as the decision ,nterion of the space di% ersit) tecnique. Thu
statiti.al results for the idcalizcd bwitch diversit) channel arc .omputed. Diversit) improvement fat.ors which are dcfined as
thc. probability ratios of the non ,ivre:sity channcs to the diversity c.hannel at -.ertain fixed dispersion thresholds for wNorst-
month distributions a.e given in Table 2, and tht diversity improvement fa.-tors Il- with month number for two dispersion



13-3

TABLE2

Channel Lower Higher

1(6 dB) 30.78 38.43

1(10 dB) 95.36 142.78

1(20 dB) 532.73 1381.81

From Table 2 and Fig.8, it is very clear that the diversity improvement is remarkable. The space diversity technique is
thus a very efficient method for overcoming in-band dispersivity due to multipath fading.

E. Frequency Correlations

The frequency correlation coefficient also is very important parameter for describing the severity of multipath fading
effects and for estimating in-band linear amplitude dispersion. The correlation coefficient of received relative amplitudes
and powers at the two edge frequencies separated by 55 MHz are computed for the summer period of 1985, and are given in
Table 3.

TABLE 3

Correlation Coefficient Correlation Coefficient Parameters

Antenna of relative amplitudes of relative powers

PR (R1R2) - (R1)(R2) (PIP2) - (PI)(P2) X I = 'R1/2 X22 = (R'2)/2oRI oR2  = oP o=RP

Lower 0.786 0.731 0.069 0.074

Higher 0.407 0.246 0.081 0.084

From the above table we find out that the correlation degree of the higher antenna is smaller than that of the lower
antenna. This also means that the effect of multipath fading on the higher antenna is greater than on the lower antenna.
Moreover, for both antennas, the amplitude correlation coefficients are greater than the power correlation coefficients. The
difference between the two parameters %I1 and ,22 is negligible, which shows that both frequencies are statistically
equivalent, as it should be.

According to our general knowledge, for non-fading periods, the received powers at two frequencies of the same
frequency band are almost completely correlated, and the frequency correlation coefficient is nearly unity. For fading
periods, the frequency correlation coefficient is smaller than one, and the more serious the fading, the smaller the correlation
coefficient. Here, only the correlation coefficients of fading periods upon the experimental data base are calculated. So, it is
impossible to compare the frequency correlation coefficients here with those previously obtained by other authors. Because
of the rejection of recorded data and using the total time of appearance of multipath events, the frequency correlation
coefficients obtained here are much smaller than the results published before (6, 81.

Il. THEORY

A. Theoretical Model

Considering tiat frequency selective fading occurs under the situation of comparatively deep fading, it is known that
deep fading can bL, represented by a Rayleigh distribution [6]. Therefore, a mathematical model for a correlated two-
dimensional Rayleigh distribution was employed to describe the distribution of the levels at two frequencies. The joint
probability density function of amplitudes corresponding to the two edge frequencies of the frequency band can then be
written as:

R R, ~ R R Ip(R1, R2) exp - + 2111 Ik 2  (3)

where %1 = I (RI), X22 = (R),k'2 = (R1 R2cos 1 cos 2) k2 = k.2/XX2 2, q = 1 - k2, Io(x) is zeroth order modified
Bessel function of the first kind. R, and R2 are amplitudes corresponding to frequencies f, and f2, respectively. 1 and 2
are the phases of the received signals at two frequencies fI and f,, respectively.

With the definition of absolute in-band linear amplitude dispersion given by (2), the formula of cumulative distribution
of in-band linear amplitude dispersion (dB) can be derived as
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XHa,- 2 + %I - X12,aoP(a > a0) = 1- 2 2 2_ 1%2" 21 X2 2]1/3 (4)
2[%.a + 2X1.X 22(1 - 2k)a 0  2 + I+ 2X11X22(1 - 2k2)ao + 2a

where ao = 10z""0.

With the approximation of X,, - X.2 (which has been shown inb II-E to be reasonable), formula (4) can be simplified
as:

,%-1
P(a-ao) 1- [I + 2(1 - 2k 2)ao + a 112 "  (5)

If we know the parameter k, the probability of amplitude dispersion can be calculated easily with formula (5).

B. Comparisons of Theoretical and Experimental Results

We discussed the calculations of the parameter k as it was defined in stction III-A. It should be pointed out that this
parameter is neither the correlation coefficient of powers, nor the correlation coefficient of amplitudes.

In fact, the kind of measurement ai ailable to us doesn't allow an exact computation of this theoretical parameter. We
therefore investigated two approximation methods to derive an estimation of the parameter k.

First, fitting formula (5) to tht experimental curves of probability of IBLAD by a least-square method, the values of
parameter k for the two non-diversit) channels are obtained, and found to be 0.948 and 0.827 for lower and higher antennas,
respectively. The fitted curves are given in Fig.9 (black diamond-shaped symbols).

For the two channels, the values of parameter k determined this way are different, and it is smaller on higher channel
than on lower channel.

The second approach is to consider that, though mathematically (RI, R2) and ( 1, 2) are not strictly independent, with
the assumption of weak correlation between them and of a statistically small difference between 1 and 2, the following
approximated formula can be obtained for k:

k - (RIR (6)

The values of k for the two non-diersity channels based on our experimental data were calculated with the above
formula. For the summer period, they are 0.974 and 0.912 for lower and higher antennas, respectively.

Comparisons of measured cumulative distributions of IBLAD with the calculated results for both non-diversity
channels in the summer period (June, July, August) of 1985 are given in Figure 9, where the theoretical results are calculated
by the formula (5), using the second estimation method for k (crosses).

Fig.9 shows that the agreement between the theoretical curNe and the experimental result is better on higher channel
than on lower channel, \which again can be explained by the fact that there are much more strong events on the higher
antenna than on the lower antenna.

IV. CONCLUSIONS

I Statistical characteristics of in-band amplitude dispersion for one-year pciiod is presented. Seasonal variations and
worst-raonth distributions are obtained.

2. On this link, the higher antenna is much more sensitive to multipath events.

3. Space diversity technique is very efficient for overcoming in-band diversity as far as it is defined by IBLAD.

4 For different channels, the values of parameter k are different. Theoretital curves agree well with experimental results.
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DISCUSSION

K.S. KHO

You mentioned in your paper that you used space diversity because frequency

diversity will fail because the frequencies are quite correlated. I think

if the Freq. spacing is properly done using heightgain pattern, a correlation

of - 0,5 could be achieved. I think the relation of space diversity and frequency

diversity is nearly ltolrelation.

AUTHOR'S REPLY

I don't think I have said that frequency diversity would fail because the

signals at two frequencies would be too correlated. I agree that, in its

principle, frequency diversity is very similar to space-diversity, the

frequency spacing in one case corresponding to the antenna separation in the

other. In both cases, the problem is to study how the selectivities on the

two diversity-channels are correlated. To our knowledge, there has been a

very few experiments concerning space diversity (Rummler, BST 61, n' 9, 1982,

and our experiment since 1985) and no experiment at all on that aspect of

frequency-diversity.

Moreover, space-diversity is more generally used than frequency-diversity

because the latter requires twice as large a frequency bandwidth.

D.J. FANG

Could you state if your model (eq.(3) of your paper) applies to atmospheric

multipath alone or applies to atmospheric multipath together with surface

multipath ? If it applies only to atmospheric multipath, the model may have

a value for universal application as the atmospheric multipath effect is

less link specific. On the other hand, if it applies to atmospheric multipath

together with surface multipath, the model may have little value for universal

applications since surface condition varies greatly from one link to the

other. Can you comment on that ? Specifically what do you see your model

for design applications of a different link ?

AUTHOR'S REPLY

The modeling of fade levels at one frequency by a Rayleigh distribution

applies to attenuations greater than about 15dB. The same restriction of

course applies when the joint distribution of the levels at two frequencies

is modeled by a bivariate Rayleigh distribution. When the atmospheric signal

is attenuated so much by multipath effects, the ground-reflected rays are no

longer negligible. The resulting signal is therefore a combination of several

paths both from atmospheric and from ground-reflection origins, and it is

not possible to separate them on the basis of single frequency or even medium

bandwidth data.

The transfer function of the propagation channel is very sensitive to the

smallest change in any of these paths, but from a statistical point of view,

I don't think that on a bandwidth of a few tens of MHz, the paths effects

depend on their physical origin. Therefore, a statistical model should be

universal ; and in fact, statistical results from very different links are

qualitatively similar.

The situation could be different on a link presening permanent strong reflected

rays (for instance over-sea link), but in that case, it is possible to determine

the position of the antenna in order to reduce tnis effect.
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DISCUSSION

E. GURDENLI

I - Please clarify the difference between your "relative probability curves"

and "cumulative probability curves".

2 - You have demonstrated how switched space diversity can reduce IBLAD.

Can you comment on how this concept can be applied to the prediction of

performance of radio relay systems ?

AUTHOR'S REPLY

1 - If T is the total period of observation, and T' (T' < T) is the part of

the period during which multipath events occur, the "relative probability

curves" relate to time percentages computed relative to T' (i.e. probabi-

lities con~itionned by the presence of a multipath event) whereas the
"cumulative probability curves" relate to time percentages computed

from T, and therefore taking into account the occurrence of the events.

2 - We have made in fact a propagation study of IBLAD on two channels which

can be combined by space diversity. To apply the results to the prediction

of performance of a radio-link, we need to know the relation between

IBLAD and bit-error-rate (BER). This relation certainly depends on the

system characteristics (modulation, power, ...), and is not a functional

but an equiprobability relation. Its establishment is, anyhow, the job

of systems designers, not of propagationists.

Morever, we have used (for its simplicity) the concept of "switched"

space diversity when in fact real systems use a "combination" space

diversity, the analysis of which would be more difficult.

C. GOUTELARD

Vous signalez une anomalie en F4vrier, visible dans vos enregistrements.

Avez-vous une explication de cette anomalie importante ?

AUTHOR'S REPLY

Nous observons sur l'antenne basse un extremum isol6 d'occurrence pendant le

mois de Fdvrier. Ce maximum correspond en fait 6 lh2Omn de d~passement d'une

"distorsion lin~aire dans la bande" de 10dB, et A 3 minutes et demi de

d6passement de la valeur de 20dB.

On sait, par exemple par les observations faites par Louis MARTIN sur la

liaison Lannion-Roc Tr~duder, que des situations de trajets multiples se

produisent l'hiver. On sait aussi qu'en climat tempr6 la plus grande partie

de l'activitd de trajets multiples est concentr~e sur quelques nuits du mois.

Les observations de Fdvrier pourraient donc correspondre A seulement une ou

deux nuits d'6v~nements. Il faudra donc:

1 - Rechercher les 6v~nements individuels donnant cette forte occurrence.

2 - Attendre d'avoir traitd les quatre ann~es de mesure pour d6terminer le

caract~re plus ou moins exceptionnel de tels 6vnements d'hiver, et dans

la mesure du possible les conditions mdt6orologiques leur ayant donn6

naissance.
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A DIGITAL METEOR-BURST COMMUNICATION (MBC) PROPAGATION
PATH SIMULATOR

K. Watson
Hull-Warwick Communications Research Group

Department of Electronic Engineering
University of Hull

Hull
HU6 7RX

UNITED KINGDOM

SUMMARY.

The Paper discusses an MBC propagation path simulator which has been developed by the
author, and contrasts the specification of this simulator with that of a typical HF
simulator. A discussion of how the simulator has been implemented and how it is to be
employed then follows.

Finally, there is included a brief discussion of a few concepts which are to be
investigated using the simulator. The final aim of the research is to produce an MBC
system which makes more efficient use of the available capacity than previously reported
systems.

1. INTRODUCTION.

The University of Hull is currently conducting research into adaptive channel encoding
and signal processing applied to meteor-burst communications (MBC). Basically, this
research is aimed at improving the performance of MBC systems by continually matching
the transmission signal to the capacity of the inherently intermittent channel.
Previously reported systems, are essentially non-adaptive; all have used fixed
modulation formats, transmission rates and channel encoding schemes (Davis et al, 1957;
Bartholme' and Vogt, 1968; Cannon and Reed, 1987).

As one would expect the research programme entails testing many different modulation
formats, encoding schemes and complete system configurations. Basically such testing
involves the grading of configurations according to their response to specific tests.
For numerous tests to be performed and direct comparisons made it is necessary to have
a readily available MBC test-bed which produces totally repeatable paths.
Consequentally, it was decided that the most logical manner in which to start the
research was to construct an MBC propagation path simulator. Such a simulator has many
advantages over a real path during the development of a system. A basic summary of these
advantages is given below:

(a) Repeatability.

As already stated this is a requirement of any form of comparative testing, which is
required during the assessment of system configurations.

(b) Extreme Path Conditions.

With a realistic simulator it is possible to set up any conditions which can be found on
an MBC path. Thus, it is possible with such a simulator to perform tests under
conditions which only rarely occur over a 'real' channel. Consequentally, system
configurations can be easily tested at their limits.

(c) Flexibility.

Due to the nature of the simulation it is possible to simulate any specific path with
relative ease, including any localised noise and interference.

(d) Cost/Convenience.

The nature of the research programme implies that many different signal processing
techniques, encoding schemes, modulation schemes etc need to be tested . Obviously, the
use of a simulator tor initial testing will save a considerable amount of reources in
both time and finance.

(e) Replay P.ossibility.

It is possible to implement the simulator such that it has a "play through" mode. In
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this mode the simulator uses on-air recordings of 'real' MBC paths, instead of
simulated paths. Thus it is possible to reproduce specific conditions.

2. METEOR-BURST COMMUNICATIONS.

Meteorites and micro-meteorites continuously bombard the atmosphere, and as they do so
they burn up in the atmosphere (lower ionosphere). As they burn up, they leave a trail
of ionisation which, because of the speed of the meteorite, diffuses to form a cone of
ionisation which persists for, typically, several tenths of a second. Meteorites which
provide usable trails usually have masses in the range of 10-1 to 10- 4 grammes.
Meteorites with larger masses tend to be too infrequent to base reliable communications
upon, and meteorites with smaller masses do not create enough ionisation whilst burning
up. There are normally in excess of 1010 usable meteorites which bombard the earths'
atmosphere every day, and thus between any two points within approximately 2000 km there
are enough usable meteorites to provide a reliable (if intermittent) communication path.

The characteristics of communications via the ionised trails left by meteorites are
variable, and are greatly dependent upon both the electron line density of the
ionisation (which is itself dependent upon the mass of the incident meteorite), and
the height at which the incident meteorite starts to burn up.

Electron line densities of 1010 to 1016 electron/m will provide useful forward
scattering of radio waves. Within this range, meteor trails are traditionally classified
as either underdense, or overdense. The dividing boundary is set at approximately 2xi0

1 4

electron/m.

When signals are propagated via ,inderdense trails (electron line density less than
2x014 electron/m) the receivea signal rises very quickly and then decays away
exponentially. Signals which are propagated via overdense trails look totally different
at the receiver, with a larger received power and longer duration. Usually overdense
trails have durations greater than 0.5 second, and rarely up to as much as 30 seconds;
Figure I exemplifies this point.

Although, overdense trails appear to be the largest constituent of system throughputs,
it should be noted that the more attenuated underdense trails are far more numerous, and
can account for in excess of 95% of the total number of usable meteor trails.
Consequently, the vast majority of previously deployed NBC systems have been designed to
make full use of these trails. Figure 2 shows a simulation of a typical MBC path over
approximately 2 minutes.

Other physical phenomena can cause communication links to be established in the low VHF
(very high frequency) region of the radio spectrum. The most common of which is
sporadic-E layer propagation. This can 'open' links for up to 30-40 minutes and allow
very high quality communications to be established. -70 dBm of received power is
achievable with this mechanism, in comparison with -120 dBm of received power when the
signal is scattered via meteor trails.

2.1 Noise and Interference.

As has been reported in other technical journals, noise in MBC systems is primarily
galactic and man-made (Ostergaard, 1986) when receivers with low noise front ends are
utilised. Man-made noise may be significantly greater than galactic noise, and can
easily obscure low-power MBC returns. Special attention is needed when laboratory
instruments and small computers are operated within proximity to MBC receivers.
Measurement and analysis of che actual noise and interference experienced at the
University of Hull site is currently underway and results should be available prior to
the meeting.

2.2 Doppler Effects.

Reflection from the head of a meteor gives rise to doppler frequency shifts which can
span the whole of the audio range. Doppler frequency shift from a meteor trail, which is
a result of ionospheric and wind motions, can be of the order of 20 Hz at an operating
frequency of 40 MHz. Doppler shift can also be a result of a specific application, eg an
MBC system being used as an air-to-ground communication system. The movement of the
aircraft could possibly introduce Doppler shifts up to 66 Hz for a 30 MHz operating
frequency.

2.3 MBC in Brief.

NBC systems are inherently intermittent, and must be able to operate with very low
received signal strengths. They are relatively phase-coherent, but can exhibit Doppler
shift up to, say, 100 Hz. Obviously, any data communicated via this medium needs to be
concatenated over several consecutive meteor bursts. During a burst, the capacity of the
channel can be very high, but this does not tend to be fully utilised because of the
short intervals involved. Most systems which have previously been deployed use a fixed
transmission rate and a fairly low detection threshold. This allows a larger percentage
of the burst to be used, but wastes a significant proportion of the available capacity.
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3. AN NBC SIMULATOR.

If we compare the requirements of an NBC simulator to those of an HF simulator it can be
seen that there are several important differences. Obviously, the major difference is
that HF has a less variable attenuation over a fixed path than an NBC system over a
similar path. Another very important difference is that the NBC simulator will have to
cope with bandwidths of at least 20 kHz, whereas IF simulator only need to cover a
little more than a standard 3 kHz HF channel. This will enable NBC systems which use
large percentages of the available capacity to be tested on such a simulator. The other
main differences between the requirements of an HF simulator and an NBC simulator are
summarised below.

3.1 MBC.

(a) Due to the geometry of NBC, significant multipath is unlikely.

(b) The path propagation delay is equal to the sum of the delay between the transmitter
and the meteor, and the delay between the meteor and the receiver.

(c) Excluding the end of the meteor trail, which is moved around by the wind, fading is
not of great significance.

(d) Ignoring specific situations such as air-to-ground communications, Doppler shift is
of relatively small magnitude.

3.2 HF.

(a) Multipath, which is caused by HF radio waves refracting from more than one of the
ionospheric layers, is very important to HF communications. It is possible typically to
have between 2-10 components.

(b) Each multipath component has an independent delay which is dependent upon the path
taken.

(c) With HF communications fading, which is caused by the differing phases of multipath
components combining in a random manner, can cause serious problems and is consequently
of paramount importance.

(d) Doppler shift can be significantly higher in HF systems than in MBC systems.

On examination of the physical processes within NBC it can be seen that for a realistic
simulation to be achieved there is a minimum number of processes which must be
replicated. A summary of these is given below within the simulator specification.

3.3 NBC Propagation Path Simulator Specification.

Intermediate frequency(IF) 100 kHz.
Bandwidth 20 kHz.
Path delay range 0 - 12.8 ms.
Doppler shift 0 - 100 Hz.
Path attenuation 70 - 130 dB.
Noise sources (initially) Gaussian white and impulsive.
Interference (initially) Modem type interference.

3.4 Simulator Algorithms.

All simulator components are shown is Figure 3, together with the order in which they
are applied. The individual algorithms are discussed below.

(a) Propagation Path Delay.

It is thought that, in order to fully test the functioning of the controlling algorithms
and protocols, it is necessary to split the path delay into two distinct halves. This
better represents the physical situation than would a single delay, which is how HF path
delay is usually simulated. Figure 4 shows the geometry of a meteor scatter path. This
case depicts the 'point of reflection' as the centre of the great circle path between
the transmitter and the receiver. In the physical situation this will not always be the
case, but is a reasonable initial approximation.

(b) Path Attenuation/Meteor-burst profiles.

The simulator must be able to generate a large number of differing path attenuations
which realistically simulate an NBC path. It must therefore be able to vary the
attenuation on the path by approximately 60 dB to cope with both rapidly varying normal
underdense profiles, and also long periods of considerably less attenuated sporadic-E.
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To achieve both of these requirements it was decided to generate path attenuations by
randomly varying profiles taken from a standard library. It should thus be possible to
obtain a very wide range of path conditions with relative ease. The simulator should
also be able to operate in "play-through" mode, where a recording of a actual path is
played through the simulator without modification.

(c) Doppler Shift.

In order that the simulator is able to test systems which are primarily designed for
ground-to-air use, it is necessary for some form of Doppler shift to be included within
the simulator. A reasonable range for simulated Doppler shift is 0 to 100 Hz.

(d) Noise and Interference.

During the initial stages of the simulator development (ie. before the MBC noise and
interference characterisation work is complete), it was decided that the same type of
noise/interference that is normally added to HF simulators would suffice. Consequently,
Gaussian white noise, impulsive noise and modem-type interference were considered as
reasonable.

3.5 Simulator Implementation.

During the simulator design stage, it was decided that it should be flexible enough to
simulate both a typical HF path and also a typical MBC path - with only software
changes. Consequently it was decided that the simulator should be software-based. After
an examination of the microprocessors and digital signal processors (DSPs) currently on
the market, it was decided to base the system around two TMS320C25 DSPs and a personal
computer (PC). Each of the DSPs is used to represent one direction of the path.

(a) Sampling Rate.

When considering that maximum bandwidth which the simulator is required to accept is 20
kHz, it is reasonable to set the sampling rate at 80 ksamples/s. This also suits both
the Doppler routine quadrature requirement and also the requirement to down-convert the
incoming signal from its 100 kHz IF. By sampling the incoming signal in this manner it
is modified from 100 kHz + 10 kHz to 20 kHz + 10 kHz, and consecutive samples have a
phase difference of i/2.

(b) Path Delay.

Each of the two path delays which are included within the simulator are generated using
a "RAM based delay line" similar to that used by (Matley and Bywater, 1977); this method
is illustrated in Figure 5. A delay is introduced by reading the contents of the delay
RAM, less a delay factor "A". Obviously, to function correctly the RAM must initially
be zero-filled; the address pointers must increment at a constant rate, and they must
wrap around when they reach the end of the RAM space.

Both of these delay RAMs are implemented on the TMS 320C25 DSP using 35 ns external RAM
as storage. Use of the DSP's auxilary registers provides an efficient method of
monitoring the state of these two RAMs.

(c) Doppler Shift.

As already mentioned consecutive samples have a phase difference of 7Y/2, and thus it is
relatively str aightforward to introduce a frequency shift to the input signal. By
generating sin d and cos d, where d Is described by equation 1, from a look-up table and
multiplying these by consecutive samples it is possible to generate the required signal
(equation 2).

d:wdoppler.t [I]

cos wt.sin d + sin wt.cos d = sin(wt + d) [2]

Doppler shift can thus be included by steadily incrementing d, at a rate determined by
the selected doppler frequency. Figure 6 illustrates this algorithm.

If it were not considered insignificant to the operation of the simulator, phase
variations could also be added using a similar method, with pseudo-random variations of
d.

This algorithm can also be efficiently implemented on a DSP using on-chip RAM to store a
sin/cos look-up table, and using the multiply/accumulate instruction to provide the
appropriate arithmetic.
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(d) Path Attenuation.

The hard disk of a PC is used to store a library of profiles. When initialising the
simulator a number of profiles are copied into the memory of the PC. Each time a profile
is required one is taken from memory and randomly modified in both magnitude and
duration. This profile is then passed sample-by-sample, to the DSP. The DSP then applies
the path attenuation to the signal along with other propagation path characteristics. A
basic block diagram of the simulator implementation is shown in Figure 7.

(e) Noise and Interference.

The two types of noise which are to be initially included within the simulator can both
be generated by digitally filtering the same maximal-length pseudorandom binary
sequence. Gaussian white noise may be generated by digitally filtering a maximal-length
pseudorandom binary sequence and operating on the resultant sequence to produce an
approximately gaussian distribution. Impulsive noise may be generated as constant narrow
width pulses. The time of arrival of the pulses can also be determined by digitally
filtering a maximal-length pseudo-random binary sequence.

Modem-type interference may be generated by randomly summing together the outputs of 16,
or so, tone generators of varying amplitude. A similar method was used by (Dawson,
1984).

4. NBC PROTOCOLS AND CHANNEL ENCODING.

MBC systems experience a very wide range of path conditions, and not just the
traditional idealised underdense and overdense bursts. It is thus imperative that
systems should not be designed with a particular type of burst in mind, but rather to
take full advantage of any openings in the communication channel. Some previously
deployed systems were not designed with this philosophy in mind, and the result was
relatively inefficient operation.

Currently the NBC research programme at the University of Hull is planning to take
account of the variable nature of the path by designing an adaptive transmission and
control system. This system will be required to modify its modulation format, channel
encoding scheme, and signal processing techniques in response to path conditions. The
implementation of such an adaptive system is in no way straightforward, and much work is
required in this field before an ideal solution will be found. Some of the concepts
which are currently being examined by the research group are briefly discussed within
this section (Darnell, 1987).

4.1 Real-Time Channel Evaluation (RTCE).

Obviously, RTCE is an essential element of any adaptive communication system. The more
information that is possessed regarding a particular communication path, the more
efficient can the encoding/decoding processes be made. For MBC systems two forms of RTCE
would be advantageous, ie "pre-call" RTCE and "in-call" RTCE.

(i) Pre-call RTCE implies that before transmissions start, the system controller should
have some information regarding the current nature of the path in terms of propagation
and noise.

(ii) On-line RTCE requires the derivation of data from the transmissions themselves.

Due to the variable nature of MBC paths, (ii) has a major role to play in efficient NBC
systems. Figure 8 shows one arrangement for enabling RTCE data to be made more precise.
Basically, the traffic channel is delayed so that RTCE can be applied prior to signal
processing. Derived information could thus be used to modify the signal processing
algorithms. The complexity of the applied RTCE is obviously restricted by the amount of
delay applied to the traffic channel. Relatively short periods of delay can be
considered as insignificant to MBC systems, and still provide a reasonable amount of
time for RTCE to be applied.

4.2 Embedded error control.

Much work has already been carried out by the communications research group on a concept
known as "embedded error control" (Darnell, Honary and Zolghadr 1988). Basically, the
same data is transmitted at a number of different rates. At the receiver the signal is
decoded at the greatest rate possible for the current state of the channel. This
technique is known to operate under very poor channel conditions. Figure 9 illustrates
the principle of this technique, and Figure 10 gives an indication of the potential
performance of such a technique.

4.3 Embedded modulation.

The concept of "embedded modulation" is similar to that of embedded error control in
that the transmitted signal comprises robust elements and less robust elements.
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Clearly, under poor path conditions only the robust elements will be demodulated, but
when the path exhibits higher SNR's the less robust elements will be demodulated. Again,
the technique offers the possibility of varying the information rate during a burst.
Figure 11 illustrate two possibilities for implementing this technique, and Figure 12
illustrates the demodulation of one such technique.

5. CONCLUDING REMARKS.

The simulator has not as yet been fully compared against real paths, although the path
profiles used are derived from real paths. It is planned to establish several actual
paths from Hull for this reason. Updating the library of profiles is planned to be an
ongoing project in order to make the simulator as realistic as possible.

It is hoped that real MBC noise and interference measurements will be available in the
near future. The simulator will then be updated to be more representative of a true MBC
path, both in terms of propagation and noise/interference.

When the simulator is completely validated it is planned for it to be used in 'bench
testing' control and channel encoding algorithms which the group are currently
investigating in the context of MBC systems. One of its first functions will be the
testing of an MFSK modem which is currently in the design stage. Once this has been
achieved, it is planned that the overall 'test facility' be used to compare several
coding techniques which have been developed by the joint Hull University/Warwick
University Communications Research Group.

It is hoped that this programme of research will result in the deployment of an MBC
system which will be far more efficient in terms of its use of the available c, 'nnel
capacity than are existing designs.
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DISCUSSION

A. COIMBRA SANTOS

The system as presented is a simulator. Could you amplify on its applicability

to develop or improve existing NBC systems, and could you provide details

on equipment complexity i.e. modulation, antennae orientation, processing

power, as well as practical system siting.

AUTHOR'S REPLY

1 - Using the simulator it should be possible to rigorously test very many

protocols, encoding schemes etc; and by incorporating these into existing

systems it should be possible to improve their performance.

2 - At present the envisaged NBC system will operate with MFSK type modulation

and a low level of either amplitude modulation or phase modulation.

3 - Antennae orientation is path dependent, but generally both antennae

should be directed towards the centre of the great circle path between

the transmitter and the receiver.

4 - At present it is planned to provide both a personal computer (IBM PC Clone),

and a TEXAS TMS320C25 digital signal processor for processing at either

end of the link.

5 - Initially it is planned to site terminals at Cobbet Hill and the University

of Hull, both in the UK.

K.S. KHO

NBC is a good alternative for long distance communications. But the interference

of this transmitter to the others systems in the surrounding is very terrible.

Thus should be a shortcoming of the system.

Security : I think typical shortcoming of long distance systems is

anti jam capability. It could be jammed by a remote jammer.

AUTHOR'S REPLY

1 - The transmission power of NBC systems is not as high as your comment

implies, and thus I would question whether such systems cause

interference to surrounding users. Previously reported systems, such as

those referenced in the text, use transmission powers of several hundreds

of Watts.

2 - For meteor burst communication systems, a potential jammer would need

to be within a definite footprint (approximately 200 km) around either

the transmitter, or the receiver. This becomes apparent if one considers

the geometry of the mechanism.

C. GOUTELARD

Votre simulateur paralt tr~s bien, mais pouvez-vous nous dire quels param~tres

allez-vous rentrer ? Forme des rdponses des traindes, effet doppler sur la

tate et la trainde, bruit...

Par ailleurs, je ne m'explique pas la forme dissym6trique de la fonction de

distribution du bruit. Faut-il croire que son moment d'ordre 1 est diff6rent

de zdro ?
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DISCUSSION

AUTHOR'S REPLY

I - The simulator parameters will take two forms. They will include parameters

which are currently being assessed at the University of Hull by recording

and analysing on-air noise, profiles etc... Secondly, traditional

parameters which have been published previously in several journals

will be included.

2 - The non-symmetrical distribution function of the noise did have a zero

mean.
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MAN-MADE NOISE IN A MILITARY ENVIRONMENT

by

In K.S.Kho and Mr P.A. van der Vis
Physics and Electronics Laboratory TNO

The Netherlands

1. INTRODUCTION

Over the last few years our laboratory has been involved in studies concerning the design of future radio systems and of
Electronic Support Measures (ESM). Within the ESM-scope special attention is payed to Direction Finding (DF), as it offers
a powerful means of locating enemy transmitters. Because environmental noise may seriously confine the range of reliable
operation of both systems, the availability of relevant data is of crucial importance.

This paper pays attention to noise in the lower end of the VHF band, ie between 30 and 90 MHz. While statistics on
atmospheric and galactic noise may be found in CCIR Report 322 and CCIR Report 258-3 provides information about
man-made noise for areas described as urban, suburban, industrial etc., the'military environment' is (understandably) not
mentioned. As it goes without saying that military equipment must above all work well in wartime, there is an obvious need to
gather information on what is to be expected if it comes to the worst. Because we cannot think of a better way of filling this
information gap than by carrying out measurements during military manoeuvres, it was decided to make a start by making
use of "Certain Strike", a large-scale NATO exercise in Europe in September 1987. The idea was supported by the Royal
Netherlands Army (RNLA). The 4th division of the 1st NL corps hosted our team in Germany.

2. METHODS OF MEASURING NOISE

Man-made noise may be interpreted as:

"Interference produced by equipment or machines that unintentionally radiate electromagnetic waves".

There are many ways to measure the effects of noise and even more ways to present the results. In order to achieve what
is useful for our aim, the following two methods were considered:

1. Record the noise envelope.
2. Measure how much extra signal power it takes to overcome the detrimental effects of the noise on a datalink.

Discussion of method I

Although seriously considered, this method had to be abandoned because the time the realisation would take was not
available before *Certain Strike'. It is nevertheless briefly discussed here because we do not preclude using it in the future

A diagram of what we had initially in mind is given in Figure 1.

V
I I I I I I II

I_____ FRONT I GAUSSIAN I LOGARITHM I RECORDING I
I END I IF FILTERI AMPLIFIER j UNIT I

II __ _ _I_ _ _ _ __ I ,I

I II I

IPERSONAL I  I
ICOMPUTERI I

I I

Fig.1 Recording the noise envelope

The logarithmic IF amplifier was inserted in order to obtain a sufficiently large dynamic range. The Gaussian respone
was meant to limit the amount of "ringing". Ringing in this case means that pulses arise in the IF filter that are responses to
preceding stronger pulses. They are difficult to distinguish from others and will be erroneously recorded as received pulses
An advantage of this method is that the noise envelope history remains available to any form of analysis at any time Because
man-made noise is impulsive by nature and may contain very short pulses, a 'true' recording of the history will not be
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possible because of the restricted receiver bandwidth. One reason for this restrictiun is that the bandwidth may not enclose
'intelligent' signals during the measurements. Another is that a larger bandwidth means more system noise and this limits the
dynamic range at the lower end. The method is used by Parsons & Sheikh Ill. Figure 2 illustrates how they presented the
results of some of their measurements. This presentation offers in statistical terms a very detailed picture of the received
noise envelope. The method has the advantage d. it the results are applicable to various communication links. The
application to a given link will however not always be easy.

mplup~itd5e ptobab. density (APD) ve mge crossingIx e Ill(AC
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Noise measurements in suburban locations

(a) APD (b) ACR (c) PDD (d) PID
... Typical measurement in Brisiol Road South Representative measurements in suburban locations.

-- Typical measurement in Lordswood Road Threshold levels relative to k TB1
-- Average curve representative of suburban locations. . - 11 dB. -0-0 20 dB. --- 30 dB3

x-x- 40dB. -A-A 50d13. -- 55dB.

Fig.2 Results of measurements performed by Parsons and Sheikh Ill

Discussion of method 2. "Determine how much extra signal power is needed to compensate for the effects of the external
noise"

This method has the drawback that it offers only in an indirect and coarse way information on the noise chara.teristics.
On the other hand, the problem of applying the results to a given system - as arises with method 1 - is onmtted, as the
system used for the measurements can be made similar to that 'given system'. A diagram showing the principle of method 2 is
depicted in Figure 3.

V

I I I I I I
I SEQUENCE I TX I COMBINER IX I ERROR I
[ GENERATOR I(simulated)I I I COUNTERI

I _ _ _ I _ _ _ _ I _ _ I _ _ I
I-

I I
I PERSONAL I
I COMPUTER I

Fig.3 Setting the BER to a constant value by adapting the signal power
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The principles followed here arc simple and analogous to finding the noise figure of a receiver. B adapting the signal
power, 'he BER is set to a constant value. Indir-,tly (assuming linearit,) it is the signal to noise ratio that remains constant.
This means that the applied signal power now is a measure for the (total) noise power.

Fig.4 Measuring external noise indirectly.
The BER is held constant by adapting the signal power kS.

The receiver noise is represented by the source N,,. The other symbols are described by:

N.n: external noise power, picked up by the antenna.
S,: signal power needed for a given BER if N., = 0.
k*So: signal power needed for a given BER if Nan, > 0.

Because the signal to noise ratio is constant, it follows that:
(k*So)/N. + Nan,) = S./N,. or Nan. = (k - 1)N.ec

3. TNO MEASUREMENT SET-UP

Figure 5 shows a more detailed block diagram of the measurement set-up. Important components were.

- A FM-3600 Combat Net Radio receiver of the RNLA.
- A centre-fed whip RF-3620, also of the RNLA.
- Interfacing hardware, designed for this mission.

noise _Xa CENTRED WHIP
" RF 3620rE

COP " -- IL REC FM

ppr, 20dB sapl dtimq

mr [ clock

s16gn0l00

frgq. power

BIT',~s EROI IFR

NTERVALj

PROCESSOR' I
L N T

DA.TA
STOR.AGE

Fig.5 TNO measurement set-up
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The bitrate was chosen to be 16000 b/s. Every'trial' lasted I second. A Hewlett-Packard processor controlled the
hardware, monitored the BER and changed the signal power kSo when necessary. After each successful trial (,e BER .01
+ 10%) the value of kS, was stored.

In addition to the described measures, circuits were added to enable collection of data regarding the distribution of
errors within the 'successful' trials (ic BER approx. .01). This was done by sending the 16000 bits of each successful trial to
circuits determining the lengths of 'bursts', 'intervals' and 'error-free intervals'.

Following 12] the mentioned quantities are defined as follows:
- Burst: A burst is a group of bits which begins with a bit in error and ends with a bit in error. A minimum

number of errors Me are contained in this region; the minimum density of errors in the region is D.

- Interval: In an interval the minimum density of errors is less than D. The region begins and ends with a correct
bit. An interval may contain errors.

- Error-free
interval: This expression is self-evident.

The next figure illustrates the definitions.

In our measurements we have defined: Me = 2 and D = 15. Before possible measurements in the future, these values
and also that of the critical BER, have to be carefully reconsidered and adapted to the protection coding scheme one intends
to use.

Qr'rrs

burst error-froe error-free burst

interval

eQrror

(by definition)

Fig.6 Illustration of error distribution definitions.

The results were stored on tape, together with the corresponding kS,, values.

4. RESULTS

4.1 Noise Level

The measurements were carried out on the Luneburgerheide. On September 15 between 00.00 and 10.00 hours local
time, the equipment was placed in the centre of a great number of military vehicles of a RNLA brigade located in Unterltiss.
Most of them contained electronic equipment in operation. Data of 1800 trials were recorded in this period. Between 18.00
hours on September 15 and 09,00 hours September 16, our van was located in the middle of a command centre of a RNLA
division that comprised an even greater number of vehicles. Most of these also contained electronic equipment in operation.
The location was near Schneverdingen. Here the results of 3300 samples were stored on tape. Tables I and 2 show mean
values and standard deviations for a number of sessions. Each session involves 300 'baccessful' trials. The noise levels found
are so low that it is doubtful if the expression 'man-made' is applicable. For this reason the upper limits of galactic noise
(CCIR) are also shown in the tables.
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TABLE 1 Results in Unterl6ss, being with the brigade

FILE DATE TIME FREQ CCIR RESULTS

max. gal. mean st. dev.

NR 1987 LOCAL MHz dBkTo dBkTo dB

0 15.09 0045 tot 0326 45.00 13.4 6.1 1.3
1 15.09 0439 tot 0547 45.00 13.4 5.7 1.0
2 15.09 0550 tot 0651 45.00 13.4 5.5 1.3
3 15.09 0653 tot 0755 45.00 13.4 5.6 1.0
4 15.09 0815tot 0916 45.00 13.4 6.0 1.3
5 15.09 0918 tot 1000 45.00 13.4 6.3 1.6

TABLE 2 Results in Schneverdingen, being with the Division Control Centre

FILE DATE TIME FREQ CCIR RESULTS

max. gal. mean st. dev.

NR 1987 LOCAL MHz dBkTo dBkTo dB

6 15.09 1823 tot 1921 45.00 13.4 10.2 0.8
7 15.09 1923 tot 2210 45.00 13.4 10.4 1.1
8 15.09 2225 tot 2324 45.00 13.4 10.8 1.3
9 15.09 2328 tot 0021 35.00 16.1 7.3 1.6

10 16.09 0023tot0116 35.00 16.1 7.2 1.2
11 1'6.09 0123 tot 0221 40.00 14.7 10.0 1.0
12 16.09 0224tot0328 46.00 13.2 9.5 0.8
13 16.09 0330 tot 0432 45.00 13.4 10.5 2.3
14 16.09 0600 tot 0629 30.00 17.7 17.0 0.9
15 16.09 0630 tot 0731 38.00 15.2 7.2 2.7
16 16.09 0734 tot 0845 38.00 15.2 6.7 1.8

The unexpected results h-VI led to a thorough re-examination of equipment after completion of our mission. As no
md!Ldtuon of failing equipment was found, it must be concluded that even large concentrations of RNLR military vehicles
caust; very little man-made noise. For the moment there is no other explanation than assuming that measures like electric
filtering and screening of equipment (tempest measures) and EMP screening of vehicles are not ineffective.

4.2 Distribution of bit errors

Figure 6 shows an example of the distribution of bursts etc. as observed between 19.23 and 22.10, September 15 in
Sehneverdingen. In addition to the quantities defined in 3.1 it shows also the distribution of'guard space', by which is meant
the ratio of the lengths of an error-free interval and of the succeeding burst.

It was found to be meaningless to show all plots. They are strikingly alike and also similar to what is found when Gaussian
noise is applied. The most likely explanation is that most 'accepted' noise samples wcrc of galactic origin. The circumstances
that the measurement system was too slow to handle fast changes of noise level may also have contributed somewhat to these
results, because this means that short bursts are overlooked. The operators reported that short bursts (perceptible on the
display) occurred sometimes in Unterliiss and very scarcely in the woods near Schneverdingen.

A possibility to overcome the disadvantage of total negletion of short bursts may bc overcome b) dropping the fixed-
BER L.on .epi. By Lhanging the signal power stepvise within the powcr range of interest and recording bit errors independent
of tile BER level, error distributions including the effects of short bursts will be obtained.
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Fig.7 Example of measured distribution on bursts etc.

5. CONCLUSIONS

The results seem to indicate that:

I.The amount of VHF man-made noise, produced by concentrations of military vehicles of the RNLA is negligible.

2.The measured average noise level was 5 dB below the reported CC1R uipper limit of galactic noise. The noise is
Gaussian by character.

3. The effects of short bursts are not included in the results. These bursts wre observed occaisionally when being with
the brigade and rarely within the division command centre.

6. RECOMMENDATIONS

After having gained this experience, it can be recommended to:

I.Collect more data on this subject.

2. Standardize measurement methods in order to impro%,e thle tendency to co-operate and to facilitate comparison of
results.
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C. GOUTELARD

L'6tude que vous prdsentez est intdressante notamment dans la distribution

des erreurs.

- Nous avons fait dans AGARD des publications similaires.

- Cependant vos mesures ne sont pas directement exploitables car les taux

d'erreurs dependent du modem. 11 serait souhaitable de les traduire en niveau

de bruit pour qu'elles le soient.

AUTHOR'S REPLY

Thank you for your cornent.

1 - Could you inform me which AGARD publication is it ?

2 - Yes, as I have stated in the presentation ; the results are dedicated

to the radio system (modulation schem used in the measurements. That's

why I suggest to standardize measurement set-up for comparison of

measurement results purposes. The enveloppe recording method could be a

universal method and acceptable for others.

R.J. BULTITUDE

I commented on requirement to know error-rate-noise relationship in burst

conditions. Also, I suggest that in field measurements in a changing

environment, sufficient time will not be available to determine error rates

accurately enough to determine noise power acculately.

AUTHOR'S REPLY

- You are right, the known C/N and BER relationship is based on Gaussian

noise.

As we know beside the Gaussian noise, there is also impulsive noise.

The relationship between C/N ratio and BER in an impulsive noise environ-

ment should be deduced from measurenents/calibrations on the testbench.

- We have chosen a BER value which is marginal. This means that the BER

value is sensitive to a change in the C/N ratio. So, the BER adjusted

should not oe a certain value but it should a range of BER like between

5,10 -3 to 5.10 - 2 BER. In this region for instance the C/N ratio variation

will be within IdB or less depending on the modulation scheme applied.

A. COIMBRA SANTOS

- How many sets of transmittersireceiveis were under trial.

- Did you register the BER under noise conditions before adapting (raising)

the transmitted power to obtain the preset BER, since raising the power is

indeed a way to overcome difficulties while communicating.

AUTHOR'S REPLY

- There was one set of transmitter/receiver used for the noi e measurements.

- No, the BER before increasing the signal level was not recorded. The intention

was to measure during radio silence, so that no interference signal will

be recorded. It seemed that during our measurements there were only prepara-

tions and movements and very little communication activities. So we were

lucky.
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SUMMARY OF SESSION II

NEW APPROACHES IN COMMUNICATIONS SYSTEM DESIGN

by

D. ROTHER, Session Chairman

The program of this session shows some essential ten-
dencies in the design and development of military radio
communication systems. According to the military threat,
especially jam-resistant transmission methods are used.

In the long-range HF-communication, automatic channel
selection with adaptive processing and slow Frequency
Hopping are the main new features.

In the VHF range, tactical radio normally use medium rate
Hopping up to some hundred Hop/sec and coding/decoding
principles to reduce Bit error rate in case of data trans-
mission. A first new approach of Direct Sequence Modulation
for tactical radio has been presented by "Thorvaldsen, NO".

In higher frequency ranges, the UHF and L-band around
1 Hz, more and more hybrid methods are used working with
Direct Sequency Modulation and Frequency Hopping.

Besides these system characteristics a number of presen-
tations were concerned with:

- coding/decoding methods

- synchronization methods

- frequency economic use of frequency bands

- correlation methods.

As a summary the session demonstrated very well the main
tendencies in the design and development of advanced radio
communication systems.
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A NARROWBAND TACTICAL COMMUNICATION SYSTEM
for the

VHF and UHF MOBILE RADIO BANDS

A National Defence Sponsored Research Program

L. Boucher, Y. Jolly, J.H. Lodge
Communications Research Center, Department of Communications
P.O. Box 11490, Station 'H', Ottawa, Ontario, Canada, K2H 8S2

SUMMARY

A description of the research effort, performed in accordance with a National Defence (DND) sponsored
Research Program, is presented. Goals fixed for the program aim at achieving good quality, encryptable
voice communications in the VHF and UHF mobile bands within a channel spacing of about 3 kHz. A
review of the desirable performance objectives of a land-mobile tactical voice communications system is
presented, and the design strategy suggested to achieve this performance is described. Implementation
includes the use of techniques such as frequency domain digital signal processing :f single sideband speech,
speech bandwidth reduction, and linear modulation. A study, and in some cases experimental evaluation,
on promising bandwidth reduction techniques was done, and a method, called the dynamic frequency band
extraction technique, was developed for this application. With this technique, a good voice quality is obtained
by dynamically saving only about 1200 Hz of the original 3000 Hz voice spectrum. Taking into account the
extra bandwidth required by the data, the frequency domain filtering, and the pulse shaping of the discrete-
time samples, and using a highly linear power amplifier, the RF channel spacing of the modulated signal is
expected to be approximately of 2.5 kHz.

1.0 INTRODUCTION

It is well known that the existing spectrum allocation in the mobile radio bands has become saturated
There is a need for more allocation, but no more spectrum is available. The systems presently used utilized
Frequency Modulation (FM) and need a RF channel spacing in the order of 15 to 30 kHz per station.
A smallei channel spacing, made possible by more spectrally efficient signalling techniques, is one of the
solutions that will help solve the spectral congestion problem. Efficiently reducing the amount of spectrum
required for voice communications is this program's primary goal. Furthermore, the challenge of achieving
such a narrow bandwidth is enhanced by the limiting factors imposed when the tactical requirements are
taken into account. The design strategy can only be started after these requirements have been defined.

A reduction of the bandwidth allocated to the voice signal can help to reduce the RF channel spacing, and
the chosen technique has a considerable impact on the overall design strategy. The research effort of the first
phase of the program tfierefore consisted of using available digital signal processing techniques and finding
the best compromise between good voice quality and baseband bandwidth reduction, keeping in mind that
the narrowband voice signal had to be in a form that allows encryption, that keeps the spectrum spreading to
its minimum, that may be mixed with data (side) information, and finally that contains enough information
for the receiver to compensate for the radio transmission link (e.g., fading).

The voice bandwidth reduction technique that was developed for this application forms the backbone of the
system, and through a versatile design implementation, various additional features can be grafted as needed

2.0 The PERFORMANCE OBJECTIVES

A number of design objectives originate directly from the kind of application this . '.-,munications system
will be used for, i.e., mobile tactical voice communications. A non-exhaustive list of imaediate and future
desired performance criteria is as follows:

e Narrowband: the Radio Frequency (RF) bandwidth used to transmit a given amount of baseband
information through the communication channel should be kept to its minimum.

* Good Voice quality: although reduction in bandwidth is always associated with a degradation of the
voice quality, this sacrifice in quality must be kept to its minimum. Good voice quality means that
intelligibility, naturalness, and speaker recognition are preserved for a range of speaker types, volume
levels, and emotional states. Still, for bandwidth conservation, the voice bandwidth should be the
minimum needed for the degree of quality required.
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o Voice Security: sophisticated encryption should be implementable, using as little extra bandwidth as
possible.

" Low Transmitted power: in order to avoid transmission detection in spectrum monitoring activities,
intelligible communications must be achieved with the lowest possible level of emitted power. (This
also indirectly implies variable emitted power).

" Resistance to interference: must be able to function properly in the presence of high levels of noise and
various kind of interference (e.g., jamming, co-located transmitter).

o Robustness to background noise: must be robust to background noise such as often encountered in
mobile radio communications (for example, the sound of the engine when one is in a mobile vehicle,
helicopter noise, etc.).

o Power efficiency: as power efficient as possible, for reasons of portability.
" Data transmission: the communications system must have the ability to transmute from voice to data

transmission.
" Concurrent voice and data transmission:

the advantages of a system that can send control information in the form of data before or after the
voice are numerous; examples of possible applications in such a case are:

- addressable squelch (selective calls),
- adjustable transmitting power (automatic selectable power),
- dynamic channel assignment (trunking) compatibility.

Control information in the form of data mixed with the voice also has many advantages:
- it is required for most forms of voice bandwidth reduction techniques,
- it car. help to increase the complexity level of the encryption, and
- it is needed in the dynamic control of voice processing implementations such as level normalization,

and for some companding and pre-emphasis schemes.
" Fading compensation and possibly adaptive equalization: to compensate for the time dispersion due to

IF filters ripple, and freqr' Bispersion/translation due to the multipath propagation of the land-
mobile environment.

" Vertical integration: the system must be capable of vertical integration across the frequency bands, i.e.
the system and spectrum configuration used at VHF must be those used, with minor modifications, at
UHF.

" Frequency Hopping: the system should also be able to operate in the frequency hopping mode.

The final product will be four proof-of-concept prototype radios. Essentially, the prototype radios should
show that such a system is feasible. At this stage it would be unreasonable to build a radio with all the above
features. To prove that this narrowband radio is possible, only the basic features have to be included with
the first prototypes, so proof-of-concept in this case means to demonstrate that a secure narrowband mobile
voice communication system with good voice quality is possible. But in the initial design, one has to keep
in mind future expansion. Although it is impossible to foresee all the possible implementation scenarios, the
initial system must be versatile enough as to allow, as much as possible, future growth.

The prototypes will be available in about 1 1/2 years.

3.0 The DESIGN STRATEGY

3.1 Signal Processor

The feasibility of such a versatile system would have been impractical just a few years ago. But today,
with the availability of very large scale circuit integration, digita, signal processing in real time is possible.
The simultaneous implementation of the various functions needed for this communications system can be
implemented using Digital Signal Processing (DSP). With the commercial availability of powerful one-chip
digital signal processors, real-time implementation is not only possible, but can be done in a, compact
economical fashion- voice bandwidth can be efficiently reduced using complex speech bandwidth reduction
techniques, choice of voice or data transmission can be achieved by the simple throw of a switch that has
the effect of loading a different program in the memories of the signal processor; in fact, all the performance
objectives desired for this communications system can be simultaneously implemented using this state-of-
the-art technology. This approach is not entirely new: a versatile ACSSB-LPC-Data modem has been
recently successfully developed for mobile satellite applications [1-4], using first generation DSP processors.
Based on this experience, and armed with more powerful DSP processors, sophisticated solution to the
narrowband mobile tactical radio problem is feasible. (For other DSP applications to mobile radios, see also
15-61).
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3.2 Time and Frequency Digital Signal Processing

Alteration of an analog signal (e.g., filtering) is done by forcing the signal through a number of analog
circuits designed to shape the signal to the desired form (or a close approximation of it). In contrast, ii
digital processing, the signal is sampled, and mathematical operations (algorithms) applied to the data
perform the signal shaping. The altered signal is then reconverted to its analog form and changes equivalent
to the ones obtained using analog processing are achieved. Generally, when the algorithms are applied
directly to the untransformed digital (discrete) signal, the resulting data is in a form that can be directly
reconverted to an analog (continuous) signal, and the sampled data is referred to as being a time domain
representation of the signal (e.g., time domain filtering). In other instances, the data might undergo a major
change in representation before the signal shaping algorithms are applied. An example of a representation
transformation is the Discrete Fourier Transform - implemented using the Fast Fourier Transform (FFT). In
this particular case, the data have been converted to a frequency domain representation, and the algorithms
are applied in this domain. Before being reconverted to an analog form, the data is retransformed to its time
domain representation by an Inverse Fast Fourier Transform (IFFT). Both processing methods yield similar
results, however a particular alteration might be easier to implement in one domain than in the other.

3.3 The Modulation Scheme

Considering the basic requirements of the communications system, (i.e., the smallest possible RF band-
width, communications with the lowest possible power, resistance to interference) it became clear that
Single Sideband (SSB)-like forms of modulation (i.e., linear modulation) could be used advantageously for
this application.

An argument that is often presented in favor of using wideband FM (i.e., with modulation index f8 > 0.6
i7]) is that it shows an improvement of the voice quality over the other analog modulation schemes (e.g.,
AM, SSB, or narrowband FM). However, this advantage, sometimes called the "capture effect", basically
disappears in the presence of Raleigh fading [8]. Besides, there are two strong deterrents against the use of
wideband FM for this application. The first one is that this voice improvement is only achieved through a
sacrifice in RF bandwidth, and is currently implemented in the land-mobile bands with channel spacing in
the range of 15 to 30 kiz. This is directly in conflict with the major objective; narrowband. The second one
is related to the poor Signal to Noise Ratio (SNR) performance of this modulation scheme below the FM
threshold of improvement. A wideband FM receiver with an input Carrier to Noise Ratio (CNR) well above
threshold might generally have superior performance to that of SSB, however, as the input CNR falls below
the threshold value, the output SNR of the FM receiver falls extremely rapidly. SSB, because of its linear
nature, has a definitive advantage over wideband FM in this region. At CNR levels that yield unacceptable
speech !n the FM receiver, noisy, but intelligible speech is detectable in the SSB one. This advantage of SSB
is accentuated in a Raleigh fading environment and in the presence of co-channel interference. In an FM
receiver, as soon as the received signal fades below the receiver threshold, the audio output is heard to switch
from signal to noise, a very disturbing effect that readers the speech unintelligible [9]. With SSB, the result
will be an increase of the audio noise level, but the speech will still be readable 1101 (unless the fade is of long
duration, in which case any system will be unacceptable). In the presence of co-channel interfering signals
and fast fading conditions, the audio output of the wideband FM receiver will switch between the wanted
and unwanted signals and cause considerable distortion of the respective messages [9]. For SSB, provided
the wanted signal is greater in magnitude than the unwanted signal for most of the time, occasional fades
below the interfering level will not result in a loss of message. Even when the input CNR are identical, the
wanted channel can be read, provided the signal has not faded below the receiver noise floor [10]. Therefore,
communications with lower signal power and in the presence of high levels of noise (or interference) can be
better achieved with SSB. This is very advantageous in situation such as broadband jamming.

Although FM has had, in the past, the advantages of economical design implementation and better perfor-
mance, a number of recent studies have demonstrated that the traditional problems related to SSB usage
(i.e., frequency stability, proper operation of the Automatic Gain Control (AGC) in a fading environment,
sensitivity to impulsive noise, high costs, etc.), have been solved through the use of a pilot tone transmitted
with the voice, and the use of a certain number of processing techniques that can be economically imple-
mented with today's high level of circuit integration, to yield competitive SSB systems with performance
sinilar to that of FM (e.g., [10-12]). This research lead to various pilot based SSB schemes, such as Am-
plitude Companded Single Sideband (ACSSB) [13' and transparent tone- in-band with Feedforward Signal
Regeneration (FFSR) (141.

It eens reasonable to take advantage of the experimental experience that this extensive research yielded, and
to appl the proven techniqueb to the baseline s stem. Although ACSSB was considered for this application,
it 1%ab so n demonstrated that he implementation of the above mentioned objectives could not be fulfilled
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using the conventional form of ACSSB. Nonetheless, the proposed implementation, called Digitally Processed
ACSSB, has similarities with the SSB and ACSSB schemes. The use of a linear modulation scheme to
implement a narrowband voice communications system is presented in more detail in the following sections.

One major problem related to the utilization of linear modulation schemes is the necessity of having highly
linear power amplifiers. This problem is discussed in the next section.

Another consideration is the power efficiency of linear power amplifiers. Although constant envelope mod-
ulation schemes (e.g., FM) often use very power efficient class C amplifiers, it should be noted that this
efficiency degrades significantly when the transmitted power is made to vary. Considering that variable
power is part of the future performance objective, and taking into account the CNR/SNR gain (below the
FM threshold) of SSB over FM, the power budget should be comparable.

4.0 LINEAR POWER AMPLIFIER

Although it is not difficult to show that of all the currently available analog schemes of modulation, Single
Sideband (SSB) yields the best ratio between transmitted RF bandwidth and baseband bandwidth, the fact
that a 3 kHz baseband voice signal, for example, produces more than 3 kHz SSB RF bandwidth is due to
the non-linearities of the power amplifier used with such modulation scheme. If the power amplifier were
ideal, a "one to one" ratio of RF to baseband bandwidth would be attainable (when no pilot is sent).

Designs of SSB and ACSSB systems have been aiming at a 5 kHz channel spacing. Unfortunately, their
actual land-mobile implementation have yielded much larger bandwidth (e.g., 7.5 to 10 kHz [15-16]). The
actual ratio of RF to baseband bandwidth for commercial land-mobile VHF ACSSB systems is therefore of
about 3 to 1. This can be best seen in figure 1, where a "worst case emitted spectrum" of an above-band
pilot ACSSB transmission is shown. The center frequency is about 145 MHz, and the "worst case spectrum"
situation was obtained by talking continuously into the microphone (for about 2 minutes), and recording
the maximum value of each RF frequencies. The assigned frequency in this figure is 1.8 kHz above the
suppressed carrier frequency (that is, -1.8 kHz on this figure is the suppressed carrier frequency). The peak
envelope power of this unit is 25 watts. One can see that the 3 kHz baseband bandwidth (that consists of the
speech signal and the pilot tone) is directly translated into the RF bandwidth with an approximately ideal
(one to one) ratio down to about 30 dB below the maximum power. Below this level, th' non-linearities of
the power amplifier give rise to spurious emissions that widen the spectrum, for example, up to 10 kHz at
65 dB below the maximum power. The spurious frequency components in the region about -4.5 to -2 kHz
and +1.5 to +4 kHz relative to the assigned frequency are dominated by the third order intermodulation
products; the spurious components outside this range are caused by the higher order products.
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The occupied spectrum at 60-70 dB below the max- RE$ 8W 100 Hz

imum power is a criterion occasionally used to de- w,0o0 ISWP $0 See ACSS$, CH 3

termine the channel spacing in land-mobile radios. CENTE ,4 96,0 MHz MOO - V..c... IEP Mes - 26 w.,,s

This can be best seen looking at figure 2, where 50 s, sioo nd MAX HotO ......

the worst case or long-time spectrum of 2 typical . ! . t

land-mobile FM transmitters is shown. The situ- °.
ation depicted in this figure is of 2 co-located FM - -

transmitters, separated in frequency by one chan- 20-I. . I-
nel spacing (25 kHz). One can see that the emitted
spectra meet at about 60 dB below the maximum 9 -0
power. 0

Therefore, in order to obtain the same kind of per- -a LL.0. |..

formances in terms of interference level and dynamic . .20. .
range for co-located ACSSB stations, a power am- J '1 W
plifier with more linearity is definitively needed, be- -30. .-

nel spacing for the ACSSB transmitters, co-located LEGEND

stations interfere on each other at only about 35 dB -6 pucssoice ....

below their maximum power. To get performance ACSS8. -1....+6.
.15 -13 -1l .9 -7 5 3 1 I 3 6 1 9 11 1315similar to that of FM, this value should be improved Frequency (kHz) relative to the assigned frequency

to at least 60 dB.

At the beginning of this research program, it was Figure 3. ACSS8 Tx Spectrum. Long-time Voice - 5 kHz Chaincls

proposed to direct part of the efforts towards finding
ways to improve the performance (or equivalently,
improve the linearity) of the power amplifier. In addition to taking advantage of the pas. rese,rch in this
field (e.g., [17-18]), the possibility of using digital signal processing at the baseband level in order to reduce
the effects of the intermodulation products in the power amplifier had been suggested. Although these
possibilities might still be explored, the task of finding an appropriate linear power amplifier was recently
considerably reduced, since a Canadian Company working in this field was found. They produce a linear
power amplifier that might be satisfactory for this application. We will soon be testing these amplifiers, and
be able to judge if they meet our requirements.

Naturally, the width of the emitted spectrum is not the only factor to be considered to reduce the channel
spacing, the receiver also has to be properly designed. But this part does not seem to cause major difficulty,
and will most likely be handled with standard design techniques.

5.0 The BASEBAND BANDWIDTH REQUIREMENTS

It is generally accepted that for good voice quality, the baseband voice bandwidth should include the fre-
quencies from about 300 to 3300 Hz. With an ideal power amplifier, an RF channel spacing of about 3 kHz
could be obtained from a 3 kHz baseband speech signal. However, taking into consideration the demand
resulting from the data information transmission required for the implementation of the desirable functions
of a tactical communications system, and from the embedded reference signal (e.g., pilot tone) required for
fading compensation, additional bandwidth is required. As stated, our basic objective is a channel spacing of
about 3 kHz, hence, to achieve this goal, other means must be sought. The most obvious way to reach this
objective is by reducing the baseband voice bandwidth. Therefore, one is facing the fundamental trr.de-off
of narrowband versus quality. one would like to decrease the voice bandwidth, but not its quality. how
can this dilemma be solved? Some form of bandwidth reduction cawi be used ir order to save the major
components of the speech that are important to maintain a relatively good voice quality.

Speech bandwidth reduction techniques are means of reducing the bandwidth needed to represent the hu-
man voice waveform. Bandwidth reduction methods introduce approximations and eliminate unneeded
information in the speech signal. The possibility exists for techniques to reduce the voice bandwidth while
maintaining relatively good voice quality, and they have been explored within this program. A brief overview
of some of these techniques is presented in the next section.

6.0 SPEECH BANDWIDTH REDUCTION

6.1 Analog versus Digital Bandwidth Reduction Techniques

One distinction that bhould be made is the difference between analog and digital bandwidth reduction
techniques.
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Over the past decade, the overwhelming attention has been given to digital (i.e., vocoders) over analog
techniques. Most activity today in speech bandwidth reduction is concentrated on digital techniques which
provide bit rate reduction rather than direct audio bandwidth reduction. For example, Linear Predictive
Coding (LPC), Adaptive Predictive Coding (APC), etc., are systems that use digital bandwidth reduction.
Consequently, the reduced signal is transmitted using digital modulation techniques. Also, the need for
security in voice communications has been met by converting the voice to a digital form so that sophisti-
cated digital encryption is possible. Furthermore, digital techniques are attractive for transmission through
Integrated Services Digital Networks (ISDN).

Digital bandwidth reduction techniques start with a big handicap with regards to bandwidth. At a sampling
rate of 8000 samples per second and with a minimum of 8 bits per sample to characterize the amplitude
of each sample, a total of 64000 bits per second is needed to represent the speech. A commonly accepted
goal today is to reduce this bit rate to 2400-9600 bits per second (bps). While the lowest bit rate can be
achieved, the quality of the voice generally suffers accordingly.

Linear Predictive Coding (LPO) for example is a digital bandwidth reduction technique that yields very
good results in providing bit rate reduction in the digital transmission systems, and has been considered
as satisfying some of the requirements of this application. However, at very low data rates (e.g., 2400 bps:
LPC-10), although it yields a voice signal with relatively good intelligibility, it is often judged as lacking two
very important attributes generally needed for the voice to be qualified as good quality speech: it is somewhat
deficient in naturalness, the attribute of sounding natural, not machine-made, robot-like or synthetic, and
also in speaker recognition, which is the ability of a listener to recognize the voice of someone he knows.

Most very low bit rate vocoders have the first of the above qualities (i.e., intelligibility), but lack the second
and third (speaker recognition and naturalness). On the other hand, a very narrow band-limited voice
signal (e.g., 200-2000 Hz) might conserve speaker recognition and naturalness, but lose a lot of intelligibility.
Consequently, good voice quality is generally defined as having the 3 above attributes: intelligibility, speaker
recognition, and naturalness, and the chosen bandwidth reduction method should preserve these 3 attributes.

A survey of the various bandwidth reduction techniques showed no digital voice coding techniques that result
in less bandwidth for the same quality as analog. Although analog bandwidth reduction techniques have
been tried in the past, with more or less satisfactory results, it is important to stress that a major element
now makes these techniques easier to implement, more precise and powerful, and more economical than the
implementations that were done in the late seventies: the implementation can now be done using digital
signal processors.

Therefore, our efforts were not directed towards research in the actively studied field of digital bandwidth
reduction. We chose rather to diversify and concentrate on using Digital Signal Processing (DSP) and apply
it to the less explored analog bandwidth reduction techniques, because, for the typical land-mobile type of
communication path, the best opportunity for baseband (bandwidth) reduction at present appears to be
analog (although this could change in the future). Present status of analog reduction techniques indicates
the possibility of obtaining good voice quality in less than half the actual transmitted baseband (bandwidth)
of speech [19].

Another very important consideration with bandwidth reduction techniques is their performance in the
presence of background noise. It is of prime importance that the technique utilized be able to function well
in a noisy environment. Some techniques (e.g., LPC-10) yield completely unintelligible speech in many noisy
environments, and this should be avoided.

A study of the available analog bandwidth reduction techniques that could be used for this application was
done, and experimental evaluation using DSP was conducted with the most promising candidates. This is
described in the next section.

0.2 Overview of Analog Speech Bandwidth Techniques

Analog bandwidth reduction techniques can be classified into two major categories. The principal difference
between the two classes is that, in one case, an attempt is made to interpolate the missing speech components
(time or frequency), whereas no attempt is made in the other case.

Because of their attractiveness in reducing the bandwidth of the voice signal, some consideration was given
to frequency compression-expansioa (companding) methods j.0--221. If frequencies could be easily divided
and multiplied by two, bandwidth could be halved. That looks like a good approach, yet the implementation
is not that simple. It is easy to compress and expand the amplitude of a signal. For example, the amplitude
can just be divided by two at the transmitter, and multiplied by two at the receiver. However, dividing all
the frequencies by two is another problem, because, by doing so, one essentially loses some of the frequency
components. These missing components have to be interpolated in some way at the receiver and, as was
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found, such interpolation can seriously affect the quality of the voice.

One technique of frequency companding consists of transforming the real and imaginary components of the
FFT data into amplitudes and phases [23-241. One out of two amplitude and phase components is rejected
(put to zero) in the case of 2:1 frequency compression. The remaining components are then moved down
and the resulting signal converted back to the time domain (IFFT), and transmitted using only half the
bandwidth of the original signal. At the reception, an FFT is taken of the signal, the amplitude components
are moved back to their original position, and the missing ones are linearly interpolated. The missing phases
are replaced with random values (because of the low correlation of the phase, it can not be interpolated), and
the signal reconverted to the time domain. The resulting signal is quite intelligible, and although amplitude
interpolation error aswell as discontinuities at the time domain block boundaries result, this is not the major
problem: distortion and background noise are produced as a result of the incorrect phase associated with the
interpolated amplitude components. This noise is sometimes referred to as audio phase noise. In a variation
of this scheme, all the phase information is discarded at the transmission, and only the amplitude components
are transmitted. At the reception, when the signal is converted back to the time domain using random or
fixed phase values, a signal with background noise and/or with some form of amplitude modulation results.
Finally, by reducing the FFT size, and by alternating the phase, for example between 0 and 180 degrees, a
voice signal that is quite intelligible, but that has lost its naturalness is produced.

Other forms of interpolation such as the time domain speech gapping [251, and adaptive interpolation [26],
or the frequency domain signal reconstruction from the Fourier Transform magnitude (27] were found to
either yield relatively poor voice quality, and/or to be sensitive to background noise and/or to be highly
susceptible to transmission errors.

Fewer problems are generated when no attempt is made to interpolate the missing (time or frequency) speech
components. For example, in simple "fixed frequency band elimination", some of the frequency spectrum
in the middle of the 3 kHz voice band is simply thrown away (28]. The frequency bands retained can be
transferred into the frequency gaps created and the bandwidth of the speech signal thereby reduced. The
major problem with this scheme is that important parts of the voice spectrum, located outside the kept
bands, will be lost.

Another idea for frequency band elimination takes advantage of the fact that the voiced and unvoiced
components tend to be separated in time and frequency [29]. But to function properly, this method requires
a basic kept speech bandwidth in the order of 2 kHz. Note also that this technique is sensitive to background
noise.

An improvement on the above two methods, the "dynamic frequency band extraction" has been successfully
applied to digital speech bandwidth reduction techniques (in a technique called "sub-band coding" (30]),
but has also its analog equivalent. The principle behind this scheme is simple: if one is going to throw away
some frequencies, one might as well throw away the ones with the least energy. In this scheme, the speech
energy in several frequency bands is analyzed continuously. Only the frequencies in the bands which contain
the most significant energy are transmitted. This way, the formants of the voiced sounds, for example, can
be tracked and included in the transmitted information. Naturally, means must be provided to inform the
receiver which frequency bands are being transmitted and the signal is restored accordingly. This method is
more complex to implement than the fixed frequency band elimination, yet yields much better voice quality.
This method when optimized was found to yield results of a quality acceptable for this application and was
adopted for the communications system.

Good voice quality was not the only criterion used for adopting this bandwidth reduction technique. Various
other factors, for example, its behaviour in the presence of background noise, and its level of encryptability
were also considered. A more detailed description of these factors, as well as an overview of the general
principles behind the dynamic frequency band extraction method are given in the following sections.

7.0 The DYNAMIC FREQUENCY BAND EXTRACTION TECHNIQUE

The general principles of this method can be better explained by looking at the following figures:

Figure 4-a represents the frequency spectrum of a 4 kfdz bandwidth voice sample, analysed over a short
period of time (typical period values are between 16 and 128 milli-seconds (msec)). This period is hereafter
called a frame. The frequency spectrum is obtained by first sampling the continuous-time voice signal, and
by doing an FFT on a fixed-length block of sampled signal.

The vertical axis represents the amplitude squared (or equivalently, the energy) of the various frequency
components (horizontal axis) present in this frame. One can see that many frequency bands are either
empty or have very little energy. Thus, by eliminating these frequency bands, and by keeping only those
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with significant energy, the voice quality should not degrade. In a possible form of transmission, the frequency
bnous that have been kept are translated down so that the bandwidth they occupy is reduced by a factor of
2 (from 4000 Hz to 2000 Hz), as shown in figure 4-b. From the original speech spectrum (4-a), one can also
see that some frequency bands have relatively low energy; thus, by eliminating these low energy frequencies,
a compression factor of 3 can be obtained (figure 4-c). When transmitted in this compressed form, the signal
uses only 1/3 the original bandwidth. It is expanded back to its original frequency bands at the receiver to
yield approximately the original voice signal frequency spectrum (figure 4-d). The approximate time domain
speech signal is recovered by doing an inverse FFT on this spectrum.

Clearly, means must be provided to inform the receiver where to position the frequency bands. This requires
the transmission of some data information along with the voice information. But, as mentioned before, data
incorporated with the voice is an asset, and will help meet some of the objectives of this system. For example,
by interlacing the data with the voice discrete-time frequency components, enough information would be
provided at the receiver for it to "sound" the channel, and FFSR (Feed Forward Signal Regeneration) type
of fading compensation could be performed using this "spread pilot" instead of an independent pilot tone.

Data can also be added to dynamically normalize the amplitude of the signal on a frame-to-frame basis,
thereby yielding more efficient signal to noise ratios and lower peak to average power ratios.

Using an original voice bandwidth of 3 Khz (300-3300 Hz), and extracting statistics from a number of voice
samples, it was found that most of the speech energy is concentrated in about a total of 750 Hz, therefore
yielding the possibility of a 4 to 1 compression factor.

As mentioned, the speech energy in several frequency bands is analysed continuously, and only the frequency
bands which contain the most significant energy are transmitted. Based on the statistics extracted from the
voice samples, the technique was tried with different number of bands, with bands of various bandwidth,
and with various optimization schemes.

Saving a total instantaneous bandwidth of 750 Hz (out of the original 3000 Hz) yielded relatively good quality
voice for male speakers, but, because of the more dynamic and richer frequency content of the spectrum
produced by female speakers, more distortion was introduced in their processed speech. This is mainly due to
the higher number and larger excursion of the band movements in the female voice case. By careful planning
of the movement of the bands, and by using a larger instantaneous bandwidth, the cuality (specially for
female speakers) was greatly improved. Thus, the final optimized version extracts only 1200 Hz per frame,
out of the original 3000 Hz.

(a) Original Speech Spectrurn (0 to 4 kliz) (c) 3 to 1 Frequency Compression
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Figure 4. Compression/Expansion of the Speech Signal. Dynamic Frequency Band Extraction
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This scheme was evaluated for a number of English speaking male and female voices, and was generally
found to yield good quality speech signal. Finally, other languages (e.g., French, Japanese) were also tested
and evaluated as of good quality. An audio cassette containing voice samples processed with this technique
is available, and it illustrates the voice quality achieved.

Because the optimized 1200 Hz version produces good voice quality for both male and female speakers, and
because this version also reproduces well other languages, it was considered a good candidate for our baseline
system. But before being adopted, aptitudes to encryptability and resistance to background noise had to be
demonstrated.

Therefore, a number of speech samples with various background noises were processed. The results showed
that the dynamic frequency band extraction method was not only resistant to background noise, but in some
instances could even help in reducing it. This is demonstrated in the following idealized representation:
consider the original speech spectrum of figure 4-a. To this signal, some form of noise - let say white noise
- is added. Figure 5-a is a representation of the noisy signal. Since only the highest energy bapnds are
chosen and transmitted, at the receiver, the background noise that was present in the other bands has been
eliminated (figure 5-b). Therefore, in this situation, the bandwidth reduction technique helped in reducing
the background noise. Note also that various processing and optimization techniques can also be used to
counter high energy spectrally limited noise.

The encryptability is also best demonstrated using a figure: Using the 3 to 1 frequency compressed speech
spectrum representation of figure 4-c, applying amplitude compression and normalization to each frame,
figure 6-a results. This processing serves two goals: to reduce the peak to average power ratio, and to remove
the speech pattern. Normalizations bring the amplitudes of the high and low passages to the normalized
level. Even for a very low level or a silent passage, the resulting signal ends up at the normalized level;
consequently, the speech pattern is destroyed.

In addition, data, at the normalized level, is inserted with the voice components. This data is used for
example to tell the receiver where to position the frequency bands, what normalization gain to apply to
each band, etc. As can be seen in figure 6-b, the resulting frequency domain speech signal is already quite
unrecognizable.
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(a) Added Background Noise Wb Effect of Frequency Bend Extraction

Figure 5: Dynamic Frequency Band Extraction in the presence of' Background Noise
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Figure 6: Amplitude Compression and Normalization, Addition of Data
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To this signal different kinds of encryption can be added. for example, the position of vhe discrete frequency
components can be mixed, or the phase can be scrambled, and independent encryption can be applied to
the data and voice components. It has recently been shown that the FFT coefficients scrambling approach
provides high-level security [31]. But if that is not enough, a second stage of encryption can be added
by combining 2 or 3 frames together and scrambling everything together again. Most important, all this
encryption can be done without further increase in the bandwidth.

8.0 The TRANSMISSION STRATEGY

As mentioned, a certain amount of data information has to be transmitted along with the reduced voice
signal. The development of techniques for transmitting this information efficiently, without further distortion
to the voice signal, is very important.

Another consideration, arising from the finite amount of processing that can be done in real time on the
digital signal processor, is to keep the amount of processing at a practical level.

As we have seen, frequency domain processing is used to implement the voice bandwidth reduction. Therefore

at least one Fast Fourier Transform (FFT) operation is required at the transmitter. Should conventional time
domain modulation (e.g., ACSSB in its actual form) be used to transmit the signal, an inverse FFT before
transmission would be required. FFT and IFFT transformations are computationally intensive operations
that seize an important part of the time available for real time processing.

Relating the performance objectives to a time domain transmission, one finds implementation difficulties.
For example, implementing encryption by scrambling the frequency components results in discontinuities in
the frequency domain signal. If this signal is translated into the time domain, adverse oscillations will result
and will cause additional distortion of the speech signal.

IrL:orporation of data with the voice would cause similar discontinuity problems, unless the data is modulated
with the pilot, in which case the pilot would seize a relatively important part of the total bandwidth and
transmitted power and would cause aggravated power amplifier intermodulation problems. Also, for anti-
jamming purposes it has been suggested that the pilot be spread over the band, and implementation problems
are anticipated if the time domain is used for the transmission.

Therefore, the mode of transmission strategy has to be carefully planned so that the performance objectives
can be implemented without degradation of the voice quality.

By directly transmitting the amplitude and phase levels of the FFT components, as the amplitude and phase
of the RF waveform, at uniformly spaced instances in time (instead of the continuous time domain IFFT
amplitudes) [321, the above problems would be solved, and:

- data and FFT component levels can be mixed as a sequence of discrete-time complex (i.e., amplitude
and phase) samples prior to modulation and transmission;

- since the conversion to the time domain is done only at the receiver, less processing is required, and an
inverse FFT operation at the transmitter, as well as an FFT at the receiver are eliminated. Also, it is
believed that transmitting the frequency domain samples will not only reduce the processing load, but
also result in increased robustness;
the discontinuity problem caused by the scrambling of the frequency components is eliminated, since the

conversion to the time domain is done at the receiver after the FFT components have been descrambled,
- encryption can be more complex, in fact, similar techniques as the ones used for data encryption can

be employed;
data and known training samples (instead of a pilot) can be uniformly mixed with the FFT samples
and used to sound the transmission link;
the data and known training samples can be used to train an adaptive equalizer [33];
finally, the data and known training symbols would effectively produce the effect of a spread pilot,
yielding advantage not only in terms of anti-jamming performance but also in terms of avoiding inter-
modulation in the linear power amplifier.

Therefore, bandwidth reduction in this case can be seen as a reduction of the number of spectral rays
tha' have to be transmitted through the communication link. Although digital signal processing is used to
implement the algorithms, the effect of the bandwidth reduction still resu'ts in he equivalent bandwidth
reduction of the analog form.

In addition to the above mentioned advantages, another saving in bandwidth results from the fact that,
if the voice signal was reconverted to the time domain before transmission, the pilot tone, inserted in the
emitted signal, would need to be separated from the neighbour bands by a non-negligible frequency gap.
The insertion of a non modulated, in-band, time-domain pilot tone necessitates a guard band of twice the
maximum Doppler shift frequency, on each aide of it, in order to compensate for the frequency bpreading
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that occurs during fading. We have an analogous, but smaller, penalty in that.we have to 'sound" the
channel at a rate of at least twice the maximum Doppler frequency (Nyquist's sampling theorem).

9.0 The TRANSMISSION IMPLEMENTATION

This section briefly presents what is transmitted, how the transmission is accomplished, and how much RF
bandwidth is required.

Data information, at a rate of about 550 bits per second, is needed to implement the majority of the
performance objectives previously mentioned, including voice encryption and fading compensation. Part
of this data is also used for the repositioning of the frequency bands at the receiver, and for amplitude
normalization. As will be seen, the bandwidth used for the data occupies only about 1/4 of the total
baseband bandwidth.

The reduced voice information consists of amplitude and phase components extracted from the original voice
signal by using an FFT and applying the dynamic frequency band extraction to the high energy frequency
bands. Although an instantaneous bandwidth of only 1200 Hz is kept (resulting in 1200 complex discrete-
time samples per second), the overlap-and-add algorithm required when filtering in the frequency domain
increases the number of samples per second by about 250. Therefore, a total of 1450 complex analog discrete-
time samples per second is needed for the voice signal. The voice signal, therefore, takes about 3/4 of the
total baseband bandwidth.

By coding the data information in terms of amplitude and phase, all the information to be transmitted is
in the (complex) frequency domain form. The data is inserted between the voice samples. Consequently, a
total of 550 + 1450 = 2000 complex discrete-time samples per second has to be sent.

Finally, the amplitude and phase levels of the voice and data frequency components are modulated as the
amplitude and phase of the RF waveform. This is a form of quadrature SSB modulation. Allowing for he
extra bandwidth required for the pulse shaping of this discrete time signal, and adding error detection and
correction to our data, the modulated bandwidth will be about 1.25 times the discrete-time rate (this 1.25
factor is a function of the sharpness of the transmit filter). Consequently, supposing a very good linear power
amplifier, an RF channel spacing in the order of 2.5 kHz is expected.

Should one be satisfied with the lower voice quality obtained by keeping an instantaneous bandwidth of 750
Hz instead of 1200 Hz, the RF channel spacing could be maintained below 1800 Hz.

This modulation scheme was simulated, and it was found that, as expected with linear modulation schemes,
it provides intelligible communications in a very low RF carrier to noise environment.

10.0 CONCLUSIONS

The instantaneous 1200 Hz voice bandwidth, obtained using the dynamic frequeicy band extraction band-
width reduction technique, has been chosen as the baseline voice representation for this communications
system. A number of voice samples processed with this method has shown that such an instantaneous band-
width accurately reproduces the majority of speakers. It is believed that the presented approach yield better
voice quality and superior robustness to background noise, compared to digital vocoder techniques requiring
similar bandwidths.

In terms of baseband bandwidth, some overhead data is required for channel tracking (fading compensation),
voice encryption, dynamic control, error correction, and generally, to implement the various wanted options
required for a versatile mobile tactical communications system.

At this time, assuming a highly linear power amplifier, it is felt that the total RF channel spacing, including
voice, data, encryption, and fading compensation, can be maintained below 2500 Hz.
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DISCUSSION

M. DARNELL

Can you tell me how often the "dynamic windows" are re-assigned ? Is it

more or less frequently than the 20-25ms of conventional digital vocoder

systems ?

AUTHOR'S REPLY

The discrete Fourier transform is done about every 64msec., and the windows

are allocated independently in each frame (i.e. every 64msec.). So this is

about 3 times slower than with LPC-lO. A compromise had to be made : in one

hand you want a frame as long as possible in order to reduce the amount of
"support" data sent per second. On the other hand you want a short frame in

order to "grab" all the frequency variations.

R.D. STEWART

What techniques are you using for your "improved linear amplifier". Are you

using novel techniques such as predistortion or feed-forward to improve

linearity ?

What is the output power of your linear amplifier ?

AUTHOR'S REPLY

1 - Various techniques have been looked at. References are given in the

paper. Basically we will use feed-forward techniques. Predistortion

may be applied at the baseband level if this is easily done with Digital

Signal Processing.

2 - The prototypes will have a peak envelope power of 10 watts. We want to

be able to compete in terms of Range, with a 25 watts FM radio. SSB

provides a CNR/SNR gain (below the FM threshold) over FM.

K.S. KHO

I - What will be the size of the prototype terminal ?

2 - RF noise resistance. Do you consider the very bad C/N ratio in military

environments ?

3 - To what kind of extend classification is possible with analog scrambling

method ?

4 - Do you use speech pauses for transmitting the information ( management)

data ?

AUTHOR'S REPLY

1 - The first prototypes will fit in a 19 by 4 inches rack. But this size

would be reduced a lot if the radio were commercialized. Almost all the

processing is done digitally, and a small board with the TNS320C25 with

A/D, D/A, and memory is used. Presently, the up and down conversions are

the ones that require a lot of room because we have used a number of

independently boxed 50 Ohms terminated devices. When this is put on PC

boards, the room used will decrease significantly.

2 - Yes, tests were made with various level of white Gaussian noise, and

our technique showed very strong resistance to it. Voice with the average
speech power for example only lOdB above the average noise power is still

very good. Also, the data is protected in 2 ways
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DISCUSSION

a) With error detection and correction, we now plan to use the extended

(24, 12) Golay code which corrects 3 errors in 24 bits and detect

the 4th one. But more sophisticated coding scheme could also be used

later.

b) The data is transmitted at the rated peak envelope power level.

Therefore, if the receiver can not detect the data because the received

signal is too weak, it will not be able to demodulate the voice either,

since the voice components are generally lower. In this case, we

simply disable (silence) the audio output to avoid disturbing noise

burst.

3 - There has been in the past questions about the level of security that

can be achieved with an analog scheme. We believe that for our technique,

it is very high, because, contrary to the traditional analog schemes,

we work in the frequency domain and not in the time domain. In fact, our

design, as well as the speech reduction technique were done and chosen

keeping encryption in mind. Techniques used for data encryption can be

used the same way with our technique. But tests will be done to try to

determine the exact level of encryption that can be obtained. We will

be able to answer better this question after these tests are completed.

4 - The possibility of using speech silences to transmit some overhead data

has been looked at, and it might be part of future development, but for

the moment we have to limit ourselves to the proof-of-concept prototypes.

There are a few problems though with this method : you need very long

processing delays (in the order of lip to a few seconds) to take full

advantage of the silences. Also you have more problems when dealing with

(continuous) background noise.
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1 SUMMARY

Conventional HF systems rely on a combination of human operators and off-line
propagation prediction programs to determine an optimum operating frequency in what is a
time-varying medium. Both these methods suffer drawbacks in that the rapidly varying
nature of many HF paths leads to greatly reduced performance, since the system is unable
to respond to the changing state of the medium.

An automatic HF system is described which is intended to overcome many of the
drawbacks associated with conventional methods of control. By utilising cheap,
amateur-grade equipment coupled with simple antenna systems, the system is able to carry
data on one channel whilst assessing the usability of other channels assigned to that
particular system. Measurements taken on alternative channels (probing channels) are
compared with those of the current channel. The best channel currently available at
each end of the link is then relayed to the other end by means of a robust data header
on the user data channel. Thus each end of the link will always be transmitting on the
optimum channel.

In order to assess the usability of the channel, some means of real-time channel
evaluation (RTCE) is needed, both on the user's data and probing channels. This paper
discusses the overall architecture of the automatic HF system, and details the methods
of channel assessment performed. A description of a variable-redundancy coding scheme
utilised by the system is also given, since this enables the system to optimise the data
throughput. Finally, performance of various aspects of the system over an HF path are
given.

2 INTRODUCTION

Due to the time-varying nature of the HF medium, a system which is to form part of a
practical communications link must be able to adapt to it's environment if maximum
throughput fnr the system is to be achieved. Current methods of control may involve a
combinatinn of the two techniques listed below:

i) Use of human operators to judge the optimum way in which to utilise the
communications equipment at any one time.

ii) Use of off-line propagation procedures to set an optimum working frequency
(OWF) on which communications should take place.

However, both of the above techniques suffer drawbacks which may render them
inefficient under widely varying conditions. Use of human operators provides a
satisfactory means of control when the state of the communications path is fairly well
characterised, but under conditions of rapid, deep fading and heavy interference, the
human operator may not be able to adapt the system sufficiently quickly to guarantee
that optimum use is being made of the resources available to him/her.

Use of propagation analysis procedures may ease the above situation slightly, in
that the user is given upper and lower frequency limits out.ide which communications has
been predicted to be unreliable. However, such propagation predictions are based on
mathematical models which aim to characterise the modes of propagation on a monthly
median basis. Hence day-to-day variations by up to 50% from these figures may be found,
thus limiting their usefulness. Also, such predictions are unable to predict such
effects as localised interference, auroral blackouts, SID's and sporadic E, all of which
have a major bearing on the quality of communications achieved.

A system which is able to automatically vary it's working frequency and
error-control coding scheme in response to varying conditions will now be described.

3 AN AUTOMATIC SYSTEM CONCEPT

The system was designed to meet certain criteria, these being:

i) Use of simple antennas in conjunction with antenna tuning units, thus allowing
the system to be used with non-resonant mobile antennas, and not relying on large
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broadband arrays for successful operation.

ii) Use of transmitter/receiver units of cheap amateur grade. This enabled a
workable system to be built at minimum cost by utilising 'off-the-shelf' units.

iii) Criterion (ii) above implies that the emitted power is at a minimum, thus
reducing interference both to other spectrum users, and any co-sited radio terminals.

iv) Use of cheap processing power to control the overall system.

A block diagram -P the s=-_em is shown in Figure 1. It comprises two transceivers,
both of which are capable of being controlled by the 8085 control system. The basis of
the system operation is that one of the transceivers carries the user's data with a
certain degree of redundancy, on a channel that is determined to be optimum. The second
transceiver performs alternative channel assessment. The results of this assessment
enable the control system to determine the optimum channel/coding scheme to use for the
user's data. The second 8085 system is dedicated to performing error-control
coding/decoding on the user's data.

In order that both ends of the communications path are operating on the correct
channel and with the optimum coding scheme, control data is appended on to each block of
user data transmitted, as shown in Figure 2. This control data, known as the 'header',
serves several purposes:

i) Bit reversals allow the receiver AGC to settle and also enable the
error-control coding software to gain clock synchronisation.

ii) Use of a concatenated Barker (7,11) sequence enables the decoder to derive
frame synchronisation [Barker, 1953]. It is also analysed further to enable the
channels usability to be determined, as will be described in Section q.1.1. For details
of the system see [Hague, 1987] and [Hague, Jowett & Darnell, 1988].

The next two codewords are to inform the control software on which channel to
transmit the next block of user data and with which coding schcme. The format of these
control words is chosen to reduce the probability of false decoding occurring [Hague,
1987].

4 CHANNEL ASSESSMENT

In order that the optimum channel/coding scheme is chosen, some means of channel
evaluation must be applied. For the alternative, or probing channel, this evaluation is
continually being performed on each of the other channels in turn. For the current
channel, assessment may take place at different stages throughout the data block. The
method of channel assessment for each of the above two cases will now be described.

4.1 Current Channel Assessment

The way in which the current channel may be assessed are as follows:

i) Observing the correlation height of the sequence used for the decoder's frame
synchronisation.

ii) Using the apparent error-rate derived from the decoder software.

iii) Deriving the channel signal-to-noise ratio from the modem.

The above methods will now be described in more detail.

4.1.1 Correlation Height of the Synchronisation Sequence

The sequence used to enable the decoder software to derive frame-synchronisation is
the concatenated Barker (7,11) sequence. This sequence was chosen because of its high
immunity to false synchronisation under high error rates. A plot of its autocorrelation
is shown in Figure 3. This illustrates that the expected maximum for the
autocorrelation value is 77, obtained at zero shift. However, as errors are introduced
into the sequence, this height decreases by 2 for every error added. This phenomenon
may be explained by the equation:

h = mn(1 - p) (4.1)

where, h is the peak correlation height, m and n are the lengths of the two sequences
used in the concatenation (7 and 11 in this case), and p is the probability of a bit
error occurring.

Thus for a concatenated Barker (7,11) sequence, being used over a Gaussian white
channel, this aquation becomes:

h = 77,1 - 2 exp [-Eb/2No]) (4.2)
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where Eb is the signal energy per bit, and No is the noise power spectral density.

it can now be seen that by observing the height of the synchronisation sequence
matched filter peak output, then a measure of the channel's signal-to-noise ratio may be
determined. Ideally, this figure is taken as an average for the channel over
approximately 5 samples. This is due to the fact that during periods of high noise, the
spread of the samples tends to be large, and analysis of the channel using just one
synchronisation sequence may be misleading. Figure 4 illustrates this point by showing
the results of laboratory trials obtained using a Gaussian white noise source as the
only means of corrupting the sequence (the sequence was transmitted at 75
bits-per-second in a 3 kHz channel).

However, due to time constraints, it is impractical for the user's data channel
assessment to be based on an average number of samples. Thus it is necessary to employ
other methods of channel evaluation in conjunction with the synchronisation height in
order to achieve a more reliable figure of assessment.

4.1.2 Error-rate Measurement Using the Decoder

The coding scheme used by the system employs variable redundancy to optimise
throughput; this will be explained further in Section 5. The decoder software operates
by utilising matrix techniques to detect and correct errors in the codewords - see
Appendix A for further details on matrix coding/decoding of data. Since matrices are
used, it is a simple matter to determine the most likely error-pattern added to a
corrupted codeword. This is because the matrix operations involved in the detection and
correction of errors produce a codeword which is calculated to be the most likely
error-pattern to have been added to the user's data codeword. Thus by observing the
error-patternb produced, a measure of the error-rate present on the channel may be
determined.

However, under very high error-rates, a false indication of the number of errors
present may be given, as the decoder may be attempting to detect errors above its
capability. Thus again, this type of measurement should be used in conjunction with
other forms of RTCE available.

4.1.3 Signal-to-Noise Ratio Using the Modem

A detailed description of the modem used will not be given here; for further details
refer to (Hague, 1987].

A typical circuit diagram for the detector stages of a two-tone FSK demodulator is
given in Figure 5. The output at points A and B may be used to derive the
signal-to-noise ratio for each sub-channel within the receiver bandwidth.

Considering only point A at present: during interval 1, the output at point A
represents the noise level, Na for that sub-channel. Also, during interval 2, the
output represents the (signal+noise) level, (Sa + Na) for that sub-channel. Thus the
signal-to-noise ratio may be calculated by:

Sa level at interval 2 - level at interval 1
(4.3)

Na level at interval 1

(Sa + Na) - Na
(4.4)

Na

Similar equations may be applied to point B, and thus thI signal-to-noise ratio of
sub-channel B may also be derived.

As stated in Section 4.1.1, use of the synchronisation sequence correlation height
alone is not reliable enough to provide an accurate means of channel evaluation. This
method of evaluation provides the control system with an estimated S/N ratio for the
channel. This figure may be used to predict an error-rate for the encoded data blocks
which follow the synchronisation sequence. This may therefore be used in conjunction
with the estimated error-rate , as measured by the decoder software, to reinforce the
assessment figure.

Both of these methods may be further reinforced by comparing their calculated S/N
ratio, with the S/N ratio as calculated using measurements taken from the modem output.
The moet easily derived means of RTCE are those using the synchronisation sequence and
the decoder software, since they produce these figures during normal system operation.
Therefore calculation of the S/N ratio using the modem should only be performed if there
is a discrepancy between the other two channel evaluation figures.
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4.2 Probing Channel Assessment

Two of the above methods may also be applied to enable alternative channel
assessment to be performed; these are the synchronisation height, and modem output
levels. However, the probing sequence does not contain any encoded data, and thus the
error-control coding scheme will not be operational on this data.

In Section 4.1.1, it was stated that in order to gain a more realistic figure for
the error-rate by using the synchronisation height, then it would be necessary for an
average over several sequences to be taken. By analysing the results of several tests
carried out under laboratory conditions ( 3 kHz channel with additive Gaussian .4hite
noise), it was found that an ideal figure over which to average was 5 sequences. This
was because a smaller figure than this would give a channel estimate that could
fluctuate widely under high error-rates, and a larger figure than this may not give a
quick indication if the e,-ror-rate suddenly decreases - i.e. the average is too heavily
influenced by it's past history. These deficiencies would be more noticable under
deep-fading conditions.

The results of the trials over 5 sequences are shown in Figure 6, and it can be seen
that the measured figure for each level of signal-to-noise ratio falls into reasonably
distinct bands.

Probing channel assessment may be reinforced by using a signal-to-noise ratio figure
derived by the method given in Section 4.1.3.

5 VARIABLE-REDUNDANCY CODING SCHEME

It was decided to use a variable-redundancy coding scheme to encode the user's data.
It has been shown (Hellen, 19853 and [Goodman & Farrell, 1975] that the use of a
variable-redundancy coding scheme is beneficial when the medium's capacity is likely to
vary with tite. Figure 7 shows the performance of 3 error-correcting coding schemes at
increasing error-rates. At zero and very-low error rates, the use of nc redundancy is
optimum since adding redundp,.cy serves no useful purpose except to reduce the overall
throughput. A similar condition occurs at very-high error-rates: the error-rate is too
high to be corrected successfully by even the most redundant coding scheme, and thus
again serves no useful pu-pose except to reduce the overall throughput. Between these
two extremes exist sever:! points where the same conditions apply for medium-redundancy
coding schemes. Thus the optimum coding scheme at any one time may be found by using
that marked by the bold line in Figure 7.

A coding scheme which attempts to meet these conditions is to employed in the
automatic HF system. Three, or more levels of redundancy, including no redundancy, may
be employed at each end of the link to suit prevailing conditions. Analysis of the
channel conditions using the methods detailed in Section 4 enable the system to
determine the most suitable coding scheme to employ. Information regarding the coding
scheme to be used by the other end of the link is passed in a robust format in the data
header on the user's data channel, along with the optimum channel number. Selection of
different levels of redundancy is accomplished by changing the generator matrix in the
encoder, and the parity-check matrix in the decoder (see Appendix A).

6 SYSTEM INITIALISATION

When the system is to be used after a long period of radio-silence, it is necessary
for both ends of the link to find a usable cnannel on which to commence communications.
After this initialisation period, the system may then operate as normal. It is assumed
that one end of the link will assume the role of 'master' station to allieviate the need
for channel contention problems, and also to allow for the provision of a network of
systems. Also, a real-time clock is provided at each end of the link to allow for
synchronou; operation. Two methods by which this initialisation may be performed are
now detailed.

6.1 Scanning All Channels

One method by which this initialisation may be performed is to scan all the
available channels in turn. Information regarding the quality of the channel in each
direction is passed between each end of the link. Once all the channels have been
evaluated, then communication commences on the optimum channel for each direction. Each
scan takes 15 seconds, and therefore up to 16 channels may be evaluated every 4 minutes.
Figure 8 details the format of such a scanning operation.

Transmission between master and slave takes th form of 3 robust sequences (the
Barker 13-bit sequence, for example). These sequences are encoded by inverting all the
bits to represent a 0, or leaving the sequence unaltered to represent a 1. At the
receiving site, these sequences are passed into a matched filter, which produces a
positive peak when the uninverted sequence has been received. In this manner up to 8
levels of information may be passed between sites regarding the usability of the
channel. The operation of this protocol is as follows:

i) The processor waits for 3 seconds to enable the automatic antenna tuning unit
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to matcn the antenna to the channel being used.

ii) The processor then waits for a further I second to allow for any time
discrepancies between the master and slave systems.

iii) Three sequences are then transmitted at 75 baud to the slave station. These
sequences need not carry any information.

iv) At the slave site, the processor is in the 'listen' phase, and inputs data at
four times the bit-rate into a matched filter which has been 'stretched' by a factor of
four in order to allow for the oversampling. Oversampling is necessary to alleviate the
need for a clock-synchronisation section within the data stream, which Gay alter the
correlation characteristics of the robust sequences being received.

v) Analysis is performed on the incoming data, to give the channel a figura of
merit (see Section 4.2). This figure of merit is then sealed to give a level of between
0 and 7.

vi) During the 'transmit' phase at the slave site, the 3 sequences ai-e encoded to
give the figure of merit calculated during the 'listen' phase.

vii) T ile master site receives these sequences, and compiles a table indicating the
ranking order of the channels scanned.

viii) This process is repeated until all the channels have been scanned. The system
is then able to commence data transfer between master and slave sites on the best
channel(s) found.

The main disadvantage of this method is that all of the available channels are
scanned prior to the normal operation of the communications link. Thus when a large
number of channels are available, the scanning time becomes appreciable and may require
the use of off-line propagation predictions to set the lower and upper frequencey limits
in which to scan. However, the advantage of using this method is that it has a
fall-back channel in case the initial channel becomes unavailable.

An al.ernative method of system initialisation will now be discussed.

6.2 Initialisation On the First Available Channel.

This method operates by utilising the first available channels in each direction on
which to commence normal data transfer. The format used is shown in Figure 9. It is
similar to the previously described format, however the 'transrit' phase uses 4 instead
of 3 sequences. The use of 4 sequences enables up to 16 levels of information to be
conveyed. The sequences are used to indicate whether propagation between master and
slave sites axists on the channel being scanned. The scanning time per channel is
identical to that taken for the other protocol. The flow of operation using this
protocol is depicted in Figure 10, and is now described.

i) Initially both the transmitter and receiver channels at both sites are set to
channel 1.

ii) The master station sends out 'null' channel information to the slave during its
'transmit' phase. This represents a call set-up message to the slave.

iii) The slave site attempts to analyse any incoming data in a similar fashion to
that described in Section 4.2. Assume for this exaiple that the slave does not obtain a
satisfactory result.

iv) As the call has not been received, the slave does not respond to the master
during its 'transmit' phase.

v) The channel for both transmitter and receiver at both sites is incremented, and
the master station calls the sla._ station once more on thp new channel.

v) Assume that the slave station evaluates this channel and finds it to be
satisfactory, based on the results obtained during its 'listen' phase. It now responds
to the master by transmitting back 'channel 2' as a means of confirmation. The slave
receiver now stays on channel 2 until it receives a confirmation of its response from
the master.

vi) The master now increments its transmitter and receiver channels (likewise for
the slave station's transmitter). If the master has not received the response from the
slave, it continues to transmit a 'null' channel.

vii) During the master station's 'listen' phase, it detects the slave station
transmitting 'channel 2'. The master statioa will now transmit its next block on
channel 2. It must also inform the slave station on which channel it heard the slave's
response. This is achieved by transmitting 'channel 3' (in the example shown) instead
of the 'null' channel during it's 'transmit' phase.

Once the slave station has received this acknowledgement, then the system may begin
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to operate in it's normal data transfer mode, since both sites will now know on which
channel(s) satisfactory communications are possible.

The main disadvantage of this method is that neither site has 3 fall-bz-k channel in
case the. initial channel becomes unavailable. However, since normal system operation
will commence after the initialisation phase, this is not considered to be a problem,
since during normal operation evaluation of alternative channels takes place.

7 Concluding Remarks

This paper has discussed methods of real-time channel evaluation to be employed in a
previously described automatic HF system. The emphasis on the overall system has been
to provide a simple and cheap means of utilising the HF spectrum, to provide a
relatively reliable means of data transfer betwween two sites. Protocols to enable
system initialisation have been discussed, and these reflect the non-optimum nature of
the system configuration, i.e. simple antennas, a limited channel allocation and low
radiated powers. Utilising these protocols would enable such a system to be used in a
variety of situations.

Testing of the protocols described is to take place in the near future and it is
hoped to detail results of these trials at the meeting.

APPENDIX A

1.1 Error Control Coding Using Matrices

In order to fully understand the principle of error-control coding using matrices, a
description of the process using the code's polynomial will be given.

For any given error-control coding scheme, there exists a polynomial g(x), known as
the generator polynomial. In order to produce a codeword, c(x) of an (n,k) cyclic code
from a message word, m(x) it is necessary to evaluate the following equation:

c(x) = x(n-k).m(x) , p~x) (A.1)

The above describes the -!ncatenation of the original message shifted up by (n-k)

places, and the parity bits. *ihe parity bits are formed by:

p(x) = rem E x(n-k).m(x) / g(x) ] (A.2)

where rem is the remainder resulting from the division.

The first bit output to the channel is the most-significant bit of the message.

Upon reception at the decoder, a similar operation takes place in order to form the
syndrome, s(x).

s(x) = rem C c(x) / g(x) 3 (A.3)

It can easily be seen by examining A.2 and A.3 that if the codeword is received
error-free, then the syndrome, s(x) is evaluated to be zero. In cases when the syndrome
is found to be non-zero, then a detectable error-pattern has been added to the codeword,
and the syndrome may be used to find the most likely error-pattern added; this may then
be used to correct the erroneous word. However, if the error-pattern is of a greater
weight than the error-control code can detect, then the syndrome may also be evaluated
to be zero, implying to the decoder that an error-free codeword has been received,
resulting in an error to the user.

A similar principle applies to error-control coding using matrices. For a given
code, there exists an (n,k) matrix, G which descibes the generator polynomial. This
matrix is formed as:

G = I P (A.4)

where, I is the k bit identity matrix, and P is the parity matrix for the code. The
matrix may be generated using several methods. One method is to apply each identity
matrix word to the generator polynomial and use the reults to form the matrix. Another
method is to generate a subset of the total number of matrix elements and produce the
others by 3hlfting and adding these elements.

The codeword, C which exists for a message, M may be formed by the matrix

muliplication:

C = M G (A.5)

At the decoder the syndrome, S is again calculated by another matrix operation:

S = R HT (A.6)
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where, R is the received codeword, and HT is the parity-check matrix transposed:

H = pT I ] (A.7)

The syndrome is used, as in the polynomial method to correct errors occurring during
transmission over a noisy channel. Since an error-pattern is calculated with which to
correct erroneous words, then the decoder can inform the user of the average bits in
error per codeword. Matrix operations have been used for the implementation of the
coding system since is is relatively straight forward to perform in software. Also a
change in the coding scheme only requires a change in the generator matrix.
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D ISCU SSION 

-1

C. GOUTELARD

Ma question comprend 2 parties

I - Dans votre figure 7 les axes ne sont pas graduds. Pourriez-vous pr6ciser

les points d'intersectiondescourbes et comment vous faites vos choix.

2 - Dans les planches qui montrent la diminution de la valeur maximum de la

fonction d'autocorrdlation vous ne tenez pas compte des trajets multiples

qui existent la plupart du temps dans le canal HF. Dans ce cas l'altdration

de la fonction de correlation est importante et vous n'avez pas toujours

une d6croissance monotone de la courbe de probabilit4 d'erreur.

AUTHOR'S REPLY

I - Figure 7 is meant to show the technique of variable-redundancy coding

and therefore the exact points of intersection and the labelling of the

axes are not indicated.

2 - Concerning the use of the autocorrelation height as a method of RTCE,

multipath components may not be derived using the described method, since

the baud rate is 75 bits per second, which would only allow a resolution

of 13ms. This is not compatible with multipath delays on HF of :- 2-4ms.

K.S. KHO

The various coding scheme in figure 7 is a dynamic scheme, I expect.

Could you give some more detailed information about the coding synchronization

procedures ?

AUTHOR'S REPLY

The coding system incorporated within the overall system design is dynamic in

nature. Selection of a particular degree of redundancy is made by analysing

RTCE data both on current and alternative channels.

Coding synchronisation is in the form of a Barker concatenated (7.11) sequence.

Both ends of a link are informed of the coding scheme in use by means of a

robust data header (see "Effects of Electromagnetic Noise and Interference

in performance of military Radio Communication Systems" - AGARD CPP 420,

Lisbon 1987).
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SUMMARY

This paper describes an experimental high frequency (HF) modem which uses chirp signals
swept across a voice channel bandwidth. The modem is able to adaptively excise
interference from other HF users, and has inherent tolerance to frequency selective
fading and additive white Gaussian noise. A number of experimental chirp signal formats
have been incorporated so as to achieve data transmission at rates of 75, 150, 300 and
600 bits per second, and error correction via interleaved Golay (23,12,3) code is
included. The paper outlines the principles behind the experimental formats, and
iqdicates how they performed during 156 hours of tests over a 125km HF sky-wave link.

1 INTRODUCTION

Reliable digital communication in the HF environment requires a modem with tolerance to
frequency selective fading, atmospheric noise, and interference from other users. One
approach is to employ wideband signals to convey the data.

Wideband signals have an advantdge over narrowband signals in frequency selective
fading, but are more likely to encounter interference within their wider bandwidths.
Figure 1 illustrates a demodulator which is able to identify and remove such
interference by adaptive filtering of the received signal. The adaptive filter is
essentially a bandpass filter which can be configured to selectively reject parts of the
signal spectrum. An interference assessor continuously monitors the signal level across
the bandwidth, and should the interference level in any region rise above a given
threshold, the adaptive filter is reconfigured to reject all frequency components lying
in that region. Although useful signal components are also lost, the elimination of
large interferers from the data decision process is advantageous. The process is
demonstrated by figure 2, where notches are inserted into the passband of the adaptive
filter in areas where interference is severe.

The experimental modem to be described applies adaptive filtering. Data are conveyed by
chirp signals which sweep linearly over a 2.7kHz bandwidth. This frequency sweep
corresponds to a voice channel bandwidth, and hence the signals are compatible with
existing voice communications equipment. The aim of the work has been to investigate
ways of achieving medium data rates - up to 600 bits per second (bps) - using serially
transmitted chirp signals.

2 BACKGROUND

2.1 The chirp signal

Detailed analyses of chirp and related signals have been published previously (1).
Briefly, a chirp signal existing in the period -T/2<t<T/2 can be defined by

f(t) = cos(o 0t+1rFt
2 /T)

where W0= centre radian frequency (rads/s)
F = frequency sweep (Hz)
T = chirp duration (s)

An important parameter of the chirp signal, affecting a number of its properties, is its
FT product - otherwise known as its dispersion factor.

In particular, if FT>>l,

(i) Nearly all the signal energy lies within the bounds of the frequency sweep, and it
is distributed uniformly within that region. Figure 3 illustrates a chirp signal and
its approximate spectrum.

(ii) Chirp signals which ascend in frequency are approximately orthogonal to chirp
signals which descend in frequency.
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If a chirp signal is passed through a unity gain matched filter (i.e. a filter whose
impulse response is proportional to the time reverse of the signal), then the output is
given approximately by

g(t) =VFiT(sin(-,Ft)/7rFt)cos(Wot)

This signal has a (sin x)/x envelope and a peak value of V'/. 90% of its energy lies

within the central lobe of the envelope, which has a duration of 2/F.

2.2 DPSK chirp

Gott and Karia proposed differential phase shift keying (DPSK) as an efficient chirp
modulation scheme (2). Figure 4 illustrates the binary case. A relative phase of 0
between successive chirp signals represents a binary 1, while a relative phase of 7r
represents a 0.

Figure 5 is the block diagram of a detector and figure 6 shows the associated waveforms.
The matched filter compresses the chirp signals, increasing their peak value. This
provides processing gain, without which the performance of the system would be inferior
to a narrowband DPSK system. The differential phase information is extracted by
multiplying each compressed chirp signal w±th a delayed version of the previous one. At
this stage a positive pulse represents a binary 1 and a negative pulse represents a 0.
The integrator accumulates the energy of each pulse over a short period around the peak
and its output polarity then indicates the data.

Under multipath conditions, each signal path yields a discrete pulse at the output of
the matched filter and multiplier. By widening the integration window it becomes
possible to capture each of these, at the expense of white noise performance (2). The
choice of integration period becomes a compromise between a wide window, which captures
all multipath components, and a narrow window, which minimises the degradation caused by
additional noise entering the integration process.

2.3 Adaptive filtering

Sepehri built and tested a DPSK chirp modem which included adaptive excision (3). The
adaptive filter unit comprised 15 adjacent Tchebyshev bandpass filters across the chirp
signal bandwidth. During breaks in signal transmission the signal level at the output
of each filter was measured. Those contributing high levels of interference were
omitted from the composite filter during reception of the subsequent message. Large
ripples in the amplitude/frequency and phase/frequency response of the filter led to
severe signal dispersion even in the absence of excision. As a consequence, significant
intersymbol interference was introduced at a keying rate of 80 bauds.

Darbyshire used analogue transversal filter circuits to synthesise an adaptive filter
with a linear phase/frequency response (4). This largely eliminated the dispersion
problem. The chirp bandwidth was treated as 16 contiguous sub-channels each 170Hz wide,
any combination of which could be removed to a depth in excess of 50 dB.

A problem with performing interference assessment during breaks in transmission was that
changes in interference structure during a message could not be tolerated. Darbyshire
used an analogue spectrum analysis technique to analyse the 2.7kHz swept bandwidth with
a resolution of 120Hz every 26.6ms. Using a microprocessor to interpret the received
signal spectrum it was possible to perform continuous interfetence assessment and filter
updating during message reception.

2.4 Adaptive chirp versus FEK

Darbyshire compared on an HF link an adaptive DPSK chirp modem employing voice bandwidth
chirp signals, with a conventional frequency exchange keying (FEK) system. He
discovered that adaptive DPSK chirp was superior to FEK at a data rate of 75 bps. Its
average performance was better, and it achieved almost continuous useful communication,
whilst there were extended periods during which the FEK format failed repeatedly.

3 INCREASING THE DATA RATE

There are two solutions to the problem of increasing the data rate of a serial DPSK
chirp modem. The first is to increase the number of phase states. The alternative is
to reduce the chirp keying period (while retaining the full frequency sweep).

A reduced keying period can be a problem when operating under multipath propagation
conditions. If the multipath delay is of the same order as the keying period, then
severe intersymbol interference occurs. Minimum keying periods of around bims are
typical in HF modems. Figure 7 illustrates a signal format which alleviates the
problem. Two independent DPSK chirp sequences are interleaved; one using ascending
frequency chirps (denoted forward sweeps), and the other using descending frequency
chirps (denoted reverse sweeps). In the composite waveform alternate chirp signals
sweep in opposite directions. Figure 8 indicates how the demodulator operates on the
received signal. Two independent DPSK chirp detectors are used, one matched to the
forward sweeps and the other matched to the reverse sweeps. Since opposite sweeps are
approximately orthogonal, each matched filter compresses its matched signals, but
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disperses the orthogonal signals to a low level, as shown in figure 9. If the
dispersion factor is large, the orthogonal chirp signals have little effect on the data
decision. As a result of this processing, the effective keying rate in each detector is
half the transmitted chirp signal rate.

4 THE EXPERIMENTAL SYSTEM

The experimental modem combines the features discussed above so as to achieve data
transmission at rates of 75, 150, 300 or 600 bps. In all cases DPSK modulation of chirp
signals swept across 2.7kHz is employed and adaptive filtering is applied. Table 1
describes the 8 signal variations included in the modem.

Note: At 75 bauds, keying period = 13.3ms
dispersion factor = 36

At 150 bauds, keying period = 6.7ms
dispersion factor = 18

At 300 bauds, keying period = 3.3ms
dispersion factor = 9

Format 1 (FB75) is identical to that used by Darbyshire (4). With format 8 (AQ300), the
combination of quaternary DPSK and alternating chirp sweeps gives an effective serial
rate of 150 bauds at the decision point of each detector, for a data rate of 600 bps.

Interference assessment is achieved by a spectrum anal ser/microprocessor unit based on
that used by Darbyshire. The adaptive filter is identical to Darbyshire's (4).

The demodulator includes a microprocessor which performs frame synchronisation, data
logging, de-interleaving to a level of 88 bits and Golay (23,12,3) decoding of received
data.

5 SYSTEM MEASUREMENTS

5.1 LABORATORY TESTS

The modem was subjected to conventional white noise tests to ensure that the detectors
for the individual formats performed equally. Analysis of the performance of DPSK chirp
using an integrator is difficult, but measurements compared well with previously
published results.

5.2 THE FIELD TRIAL

The modem was tested over an HF radio link between RSRE Malvern in Worcestershire
(England) and Jodrell Bank radio astronomy sit3 in Cheshire (England) - a distance of
125km. Tests were performed at a number of 'Fixed and Mobile' frequency allocations in
the region of the predicted optimum working frequency (OWF). Typically, a signal power
of 3W was fed into a Racal RA1003 Difan wideband antenna at the transmitting site.
Reception was via a horizontal active dipole wideband antenna. The system operated day
and night under a variety of propagation and interference conditions for a total of 156
hours in the period from 16th June 1988 to 26th June 1988.

The modulator and demodulator were each equipped with a microprocessor provided with
accurate timinq information derived from the MSF transmission at Rugby. The
microprocessors facilitated automatic testing by sequentially selecting each of the 8
signal formats. In each minute the modulator and demodulator were configured to operate
with the same format and a single, fixed length message was transmitted. Hence, the
modem cycled through each of the experimental formats every 8 minutes.

De-interleaving/Golay error correction was applied to each message, and all results were
dumped to a BBC microcomputer for storage and analysis.

Each message comprised:

33 bit frame synchronisation code
2047 bits of information (either pseudo-random sequence or alternate Is and Os)

The duration of a complete message ranged from 30s at 75 bps down to 3.259 at 600 bps.

6 RESULTS

The histograms of figures 10 and 11 represent the overall performance of the system
during the tests. They indicate the success achieved by each format, with regard to the
percentage of messages obtaining synchronisation, and the percentage which were decoded
with zero errors by Golay code interleaved to a level of 88.
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7 CONCLUSIONS

Darbyshire found that adaptive DPSK chirp was superior to FEK at 75 bps (4). The work
reported here compared a number of experimental chirp signal formats in an effort to
deduce the best way of achieving higher data rates using this approach. The following
points summarise the results of 156 hours of HF tests:

(W) 69% of messages transmitted at 75 bps using format 1 (FB75) were decoded with 0
errors.

(ii) To operate at 150 bps, there is little to choose between using 4-phase DPSK chirp

at 75 bauds (FQ75) and 2-phase DPSK chirp at 150 bauds (FBl50).

49% of messages transmitted at 150 bps using format 2 (FQ75) were decoded with 0 errors.

(iii) To achieve 300 bps, 4-phase DPSK at 150 bauds (FQI50) is preferable to 2-phase
DPSK at 300 bauds (FB300). On average, with 4 phases, the unidirectional chirp sweeps
(FQl50) performed better than alternating sweeps (AQ150).

43% of messages transmitted at 300 bps using format 5 (FQ150) were decoded with 0
errors.

(iv) At 600 bps it is essential to use alternate sweeps and 4-phase DPSK at 300 bauds
(AQ300).

20% of messages transmitted at 600 bps using format 8 (AQ300) were decoded with 0
errors.

The experimental results suggest that rather than reducing the keying period it is
preferable to increase the number of phase states in a DPSK chirp system to achieve
greater data rates. However, stringent requirements on the demodulator and the
stability of the channel are likely to make 4 phases a practical limit.

At 150 bauds the forward sweep systems were generally superior to the alternate sweep
systems. The greater tolerance of the latter to multipath propagation was apparent only
occasionally, and did not compensate for their inherently inferior white noise
performance.
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Figure 10 [---75bps 150 bps
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CHIRP MODEM SIGNAL FORMATS

FORMAT SWEEPS OPSK TYPE KEYING RATE BIT RATE

1. F875 Forward Binary 75 bauds 75 bps

2. F075 Forward Quaternary 75 bauds

3. FB150 Forward Binary 150 baids 150 bps

4. ABI5O Alternate Binary 150 bauds

5. F0150 Forward Quaternary 150 bauds

S. A0150 Alternate Quaternary 150 bauds 300 bps

7. AB300 Alternate Binary 300 bauds

B. A0300 Alternate Quaternary 300 bauds 600 bps

Table I
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DISCUSSION

C. GOUTELARD

I would like to comment on the interventions of Mr OSSEWAARD and Prof.

DARNELL, and to ask a question.

First, when digital modulation is superimposed on the chirp signal sequence

the result is the convolution of the spectra. The digital modulating signal

is narrow-band (typically 80Hz) and is therefore almost a Dirac impulse

- the neutral element of convolution. Thus only the secondary effects which

widen the spectrum by twice 80Hz modify the spectrum.

I agree with Prof. DARNELL. Extrapolating, this leads to an optimisation

problem. The best compromise between interference rejection and its effect

on the output autocorrelation function must be chosen. Have you investigated

this problem ?

AUTHOR'S REPLY

As indicated in the reply to Prof. DARNELL's question, computer simulations

have been performed in order to investigate the effects of the excision

process. In particular, it is important to appreciate that the dispersion

of the chirp signal, due to excision, did not cause significant chirp signal

energy to fall outside the integration window.

M. DARNELL

I - Was the interference excision filter in operation during the practical

trials described ?

2 - Can you say something about the nature& magnitude of the group delay

distortion produced by the filter when excising say multiple narrow

band pass signals ? How significant is this ?

3 - In the practical trials, the excision filter might have been configured

differently for each data type. In this case, to what extent would this

influence the comparative results ?

AUTHOR'S REPLY

I - Adaptive interference excision was included throughout the field trials.

2 - The effect of excising narrowband sections of the chirp signal spectrum

is to disperse the energy of the compressed pulse at the matched filter

output. The degree of dispersion is dependent both on the total bandwidth

rejected, and also the position of the individual sections. Computer

simulations have shown that the dispersion introduced by excision patterns

typically necessary for HF interference structures is less than that

introduced by multiplath propagation. As a consequence, the integrator in

tle detector successfully gathers together the dispersed energy of the

pulses, such that performance is not adversely affected.

It may be noted that the transversal filters used to achieve interference

rejection have a linear phase/frequency response, and hence do not introduce

group delay distortion.

3 - Observations of interference within voice bandwidth channels at HF have

shown that the interference structures are relatively static (refs. 1, 2, 3).

A given interference pattern might exist for hours, and the modem cycled

through each of its experimental formats every 8 minutes. Coupled with the

156 hours duration of the tests, it is fair to assume that on the whole

the experimental formats experienced similar interference conditions.
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G. OSSEWAARD

The spectrum of the chirp signal was block-shaped. Is this not an idealisation

of the real spectrum ? The modulated chirp signal can be considered as a

multiplication of the unmodulated chirp and the random binary signal.

In the frequency domain this results in the convolution of the respective

signals.

AUTHOR'S REPLY

The spectrum of a chirp signal with bandwidth-duration product much greater

than I closely approximates the idealised spectrum illustrated in the paper.

The spectral analysis technique employed in the experimental modem derives

each spectrum from a single chirp signal. It is therefore independent of

the spectrum of the modulating signal. (See also Prof. GOUTELARD's comment

regarding the effect of the modulation).



21-1

CORA. A DIRECT SEQUENCE SPREAD SPECTRUM RADIO FOR VOICE AND DATA

by

T Thorvaldsen
Norwegian Defence Research Establishment

Division for Electronics
N-2007 Kjeller, Norway

1. INTRODUCTION

For many years the ordinary FM radio (e g the VRC 12 family) has
been the workhorse in military forces throughout the world. This
type of radio has some advantages; it is relatively simple and
cheap, it has a low power consumption as man-pack and an
excellent voice quality. Since the modulation type and details
are known by everyone, however, the meassages are easily
intercepted and even rebroadcasted in order to fool the enemy.
Age is also becoming an important argument for introducing a new
radio generation on the market.

2. REQUIREMENTS FOR A NEW RADIO GENERATION

In this paper we are maii, y talking about radios operating in the
military VHF band 30 - 88 MHz. The requirements for such a radio
will of course vary from country to country and the following
list contains requirements we at NDRE feel are the most important
ones.

a. Resistance to interceptance

This means different things to different people. The most
important aspect is that it must be imposssible to tap the
information off the transmission for anyone else than those the
transmission is intended for. Cryptographic equipment is
available for todays radios, but new radios should have such a
possibility built into the radio and in addition the modulation
format should make it very difficult to listen to the traffic
without knowing some kind of key in advance. Interceptance could
also mean detection of radiation, location of transmitters and
logging of the traffic intensity of certain transmitters. These
factors should also be taken into consideration when evaluating
the signal format of new radios.

b. Resistance to jamming

The new radio generation should be more resistant to jamming. The
importance of various types jammers must be evaluated. Jammers
may be broadband and powerful, but stupid, like stand-off barrage
jammers, or the may be narrowband and less powerful, but more
intelligent like follower jammers capable of measuring
frequencies and directing its transmitter to this frequency in a
very short time. New radios should offer resistance to the
jamnmer(s) considered most important.

c. Suitability for data applications

Everyone agrees that use of voice to transfer information in
military systems is inefficient an unreliable. Standard messages
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such-as position, own adress, receiver adress, transmitted and
received signal power could be transferred much more efficient
with the use of data. This decreases the chances of being
detected and then again jammed, if we assume that the enemy does
not jam until he detects the transmission. Since many messages
are very short in nature (like firing commands in weapon control
systems), it is important that the radio is efficient for short
meassages like for instance 20 byte. More use of data will also
lead to a much more efficient use of the available spectrum,
which in some places is overcrowded.

d. Suitability for colocation of many radios

Some applications require that radios are installed very close to
each other, for instance in the same vehicle, either using
antennas very close to each other or sharing the same antenna
through some sort of multiplexer. In either case the isolation
between the radios that can be obtained is very limited, on the
order of 20 dB. This requires that the radios are equipped with
suitable filters both in the transmitter chain and in the
receiver path so that transmitting from one or more radios on one
frequency does not disturb the receiveing radio and restricts the
range of that radio on some other frequency. Since received
signals can be of the order of -120 dBm and transmitted signals
on the order of 47 dBm this puts some very tough requirements
both on the receiving and transmitting chain in the radios.

e. Low power consumption

New radios introduced on the market so far definitely consumes
more power than a simple FM radio. It seems that the price to pay
for new requirements is increased pow.,er consumption. We feel that
this is an important issue, of course most important for the man-
pack version of the radio. Part of the problem can be solved by
using other types of batteries e. g. lithium.

f. Low price

New requirements inevitably seems to lead to a higher price on
the product. New radios introduced are all more expensive than
the simple FM radio. This is serious of course, since it means
that less radios can be bought for the same amount of money.

g. Suitable for antenna null-steering

Antenna null-steering is a completely passive means of acheiving
jam resistance. If a null-steering system can be constructed
cost-effectively, the radio should be prepared to work together
with such a system. Remember that if a null-steering system
raises the signal-to-noise ratio by 10 dB, this is equivalent to
a bandspreading of ten times, and an increase in the range of the
radio by a factor of approximately two. So if such a system could
be made at a moderate cost, the radio signal format should not
prevent the use of it. On the contrary, the radio format should
be such that introducing a nullsteering system is made more
easily.
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3. NEW RADIOS ON THE 
MARKET

Leading industries of the world have introduced the Frequency
Hopper (FH) on the market, mainly as an answer to requirements a
and b. We will briefly discuss the frequency hopper in view of
the above requirements.

a. It is definitely more difficult to tap the information off an
FH system than a fixed frequency FM system. When it comes to
the enemy's ability to detect and locate various transmitters,
we feel that little is gained by hopping in the way now
implemented. Low Probability of Interceptance (LPI) requires
low output power for a given bandwidth, large hop-set, short
messages and low hop-rate. The hoppers on the market for VHF
today do not have these characteristics.

b. The number of frequencies in the hop-set is often quoted as
the so called Processing Gain (PG) of the frequency hopper.
This is very misleading indeed. Let us define processing gain
for the hopper as the number of frequencies necessary to jam
in order to acheive a certain (bad) quality on the liik
between the hoppers. If the hop-set is 1000 and the data-rate
16 kb/s (this data rate is standard for all the hoppers on the
market) we still need only jam one single of these frequencies
in order to achieve a BER of 10-3 on that channel. The PG is
therefore in this case 0 dB. Voice can with-stand a higher
BER. Typically, the number of blocked channels tolerated is
25%, which leads to a PG of 250 (24 dB). We therefore see that
the PG of the hopping system is heavily dependent on the mode
of the frequency hopper. We also see that an FH channel with
16 kb/s data rate is virtually impossible with quality
requirements necessary for data transmission. The 16 kb/s data
stream will have to be coded. Then again, the PG for the
system will depend on the type of code to be used and can not
be stated generally from the number of frequencies in the hop-
set.

The PG experienced in a typical scenario will vary according
to how many nets are on the air at the same time. In a crowded
situation the jammer will not have to be turned on at all. The
hopping nets will jam themselves. Let us try to illustrate
this situation in a figure, see fig 1. This is valid for
voice, which we assume tolerates 25 % blocked channels. We
assume that the available spectrum for the hoppers is
256 x 25 kHz. (We feel very strongly that when the hoppers are
fielded, they will not be allowed to use a very large percent
of the avatlable spectrum). Let us now assume that we start to
introduce FH nets in this bandwidth. The goal of the jammer is
to jam all nets, and the vertical scale indicates haw many
frequencies he has to jam in order to acheive this goal. (This
equals the number of times he has to increase the power from
his transmitter source). The first nets on the air are easily
jammed by a follower jammer. The jam resistance according to
the above definition is therefore 1 (0 dB). When the follower
jammer no longer is able to operate satisfactorly, the jammer
must resort to tone-jamming over as many frequencies as
necessary. The PG rises sharply to 64, and with these
frequencies the jammer is able to jam all nets on the air in
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this frequency range. As the number of nets exceeds
approximately 64, self-jam starts to become important, and the
jammer does not have to transmit on 64 frequencies any longer.

When approximately 128 nets are on the air, the jammer is not
needed any longer. Here, we have excluded the possibility for
the different nets to apply orthogonal hopping.

Let us compare this to what happens when the same radio is
used as a fixed frequency radio, each net introduced being
allocated to a new 25 kHz slot. The jammers goal is still to
jam all nets in the band. (He is not able to sort out the
important ones). The jam resistance of the total system of
radios is now increasing linearly as the number of nets
increases. We see that the "Processing Gain" is passing the FH
system as the number of nets exceeds approximately 64. We feel
that the lesson to be learned from this is that very little is
to be gained by hopping as long as many nets are on the air
simultanously and the enemy must jam all nets in order to be
sure to acheive his goal.

Finally, hopping around with the center frequency of a system
does not increase the resistance to barrage jammers. Take as
an example a 10 kW jammer 50 km away located in an aircraft.
The advantage of putting the jammer in an aircraft is
tremendous when it comes to propagation which then becomes
approximately free space. The jamming input power to each
radio could be on the order of -60 to -70 dBm, which is enough
to wipe out any communication system in the whole VHF band but
the most short ranged and powerful ones. The FH radio does not
offer any increased performance in such a scenario.

c. Frequency hoppers were introduced on the market as voice
radios with increased resistance to interceptance and jamming.
The basic data rate is slightly more than 16 kb/s to support
delta modulated voice. We have already seen that it is
hopeless to achieve a high quality 16 kb/s data link with a
frequency hopper. The data have to be coded in order to
tolerate blocked channels. Reasonable tolerance to blocked
channels can be achieved at data rates on the order of
1.2 kb/s. The high rate coder implemented to do this is very
inefficient in white noise applications leading to relatively
poor range capabilities when the noise is evenly spread over
the spectrum as is the case when a barrage jammer is operating
or no interfering signals are operating at all.

The efficiency for short data messages is very poor due to
long synchronization preambles and the coding and interleaving
nescessary to tolerate blocked channels. The shortest possible
message length for some frequency hoppers is around
0.5 second. It is therefore impossible to use frequency
hoppers in packet radio networks which use short message
formats.

Since the coding used can tolerate only a certain amount of
blocked channels at a certain data rate and quality of
channel, the throughput offered by a certain bandwidth, say
256 x 25 kHz channels, will start to decrease when the density
of nets reaches a certain level. This is illustrated in figure
2. As we start to introduce nets in the given bandwidth, the
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total throughput increases linearly. If we exclude the
possibility of using orthogonal hopping, these nets will start
to interfere with each other and the throughput will decrease.
If the radios were Fixed Frequency (FF) however, this will not
happen if we assume a good frequency planning, and the
throughput will increase linearly.

d. Colocating Frequency Hoppers is not an easy task. It is
impossible to plan the frequency allocation to avoid direct
hits and spurious responses in transmitter and receiver. The
solution offered is most often to confine one hopping net in
one band separated by a guard band from the next hopping band.
The separation must be on the order of 5 MHz or more. Doing
this is the same as breaking a very important principle for
frequency hoppers: the frequencies should be selected totally
random over as large a bandwidth as possible. The band
allocation principle makes it easier for an enemy to sort the
traffic and then jam the important nets.

e. The frequency hoppers on the market definitely burn more power
than the ordinary FM radios. Whether a new type, new radio
generation can be constructed having a power consumption
comparable to the FM radios remains to be seen.

f. The price for new radios will be higher, if these radios meet
the new requirements to some extent.

g. Antenna null-steering has been a subject of discussion for a
long time. Hardware has been introduced on the market by
various companies. It is no doubt that such a system can
increase the Signal to Noise.Ratio by a large amount in
certain scenarios. However, the time to establish a null in a
given direction will be considerable compared to the time on
one frequency for frequency hoppers and also some method for
not nulling friendly signals must exist. These circumstances
both tend to make it difficult for the FH system to implement
Antenna Nulling systems.

4. DESCRIPTION OF THE CORA RADIO

In this chapter we describe the CORA radio developed at NDRE,
Norway. This development started in 1986. The objective was to
develop a radio suitable for both voice and data, especially
packet data. The development has resulted in one transmitter and
one receiver, which has been tested by the Norwegian Army in June
1988. The radio is one of the competitors when the Norwegian Army
shall decide what radio will be the next radio generation to
replace the VRC 12 family now in use.

CORA is a Direct Sequence Spread Spectrum (DSSS or DS) radio
utilizing orthogonal coding. For a reminder of the DS principle,
we refer to figure 3, which shows a series of data bits (010)
each coded with a 7 bit (chip) Pseudo Random code. The
conventional DS system represent each data bit with a code
according to the modulation principle, which may be Differential
Phase Shift Keying (DPSK). If the number of code bits is L, the
bandwidth of the system then approximately increases L times, the
jam resistance increases L times and the receiver needs a
correlator of length L. The correlator may be looked upon as a
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coherent integrator and increases the SNR at the output L times.
The PG of the system is said to be L, which most often is
associated with the increase in bandwidth and not the correlator
length which from a physical point of view is the most correct
way to look at it.

For a reminder of what orthogonal signaling is, we refer to
figure 4. In this example each code transmitted represents two
bits of information. As can be seen we then need 4 different
codes to represent any data sequence, and the receiver must be
able to distinguish between these codes. The advantage with this
type of modulation is dramatic. The bit rate may be doubled or
the bandwidth of the system may be half the original bandwidth if
the bit-rate is constant. If we prefer the last choice, the range
of the radio is increased, since the amount of noise in the
receiver is half the original noise and the necessary increase in
signal power to detect the codes correctly is very small compared
to the reduction in noise power. Note that the correlator length
is constant. Except for the small loss due to the extra signal
power needed to detect codes correctly, this means that the PG
against the narrowband jammer being able to concentrate all his
power into our bandwidth, is approximately the same. Against a
broadband jammer the performance has increased by approximately
3 dB. DS systems are often said to have a Low Probability of
Interceptance (LPI) since their output power spectral densities
are lower. In a system employing orthogonal coding the spectral
density has increased. The thing to remember is that the range
for the same output power has also increased. So if we choose to
keep the range constant, the LPI performance is approximately the
same as before ie given by the correlator length.

The codes used should ideally be perfectly orthogonal, ie the
output from the correlator should be zero when the reference code
is not the same as the transmitted code. In a practical
communication system, the necessary level of the crosscorrelation
needs only be some 20 dB down. This means that the number of
codes available is more than adequate. The receiver will be
slightly more complex in order to search for the codes in the
alphabet used, but this is a small price to pay compared to what
is gained by reducing the bandwidth of the system. CORA is
therefore using orthogonal signalling at a very high level, ie
256-ary for 2.4 kb/s and 128-ary for 16 kb/s.

We now proceed by explaining the CORA dataformat shown in figure
5. To establish chip synchronism, the data are preceeded by a
preamble consisting of two long codes. These are correlated in
the receiver and the results are incoherently integrated.
Synchronism is established therefore in a very short time, less
than 10 msek. The synchronizing codes are followed by codes for
information to the radio, F codes, giving information about what
type of signal is coming, ie 16 kb/s Noice or data, 2.4 kb/s data
etc. This means that the radio does not have to know in advance
what is to be transmitted to it. The information symbols I can be
codes of variable length, and the total number of codes ir. a
frame can vary with the application. The frame may be ended with
Message End codes if this is necessary.

The CORA main specifications are shown in figure 6. These should
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be more or less selfexplaining bearing in mind what have been
said about the multilevel orthogonal signalling.

A point that needs comment is perhaps the channel separation. In
the VRC 12 family the bandwidth of the radio is approximately
25 kHz and the channel separation is 50 kHz. In CORA we claim
that the channel separation and the bandwidth is approximately
the same. Here one must bear in mind that we deal with a direct
sequence spread spectrum system with processing gain. The
tolerable noise power at the input of the receiver from a radio
with a different code is at the center frequency more than 10 dB
above the correct signal. In terms of channel separation this
means that we can define a "new" channel closer to a certain
frequency than in conventional systems. The PG is reducing the
necessary filtering. (For a high enough PG we could have operated
the system as true Code Division Multiple Access (CDMA), and have
channel separation 0 Hz!)

Let us now run quickly through the CORA radio block diagram shown
in fig 7. We will follow 8 bit of information from the data input
to the transmitter to the output of the receiver. When a stream
of data is presented to the radio at its input ports the first
thing the radio does, is to sort the data in blocks of 8 bits.
These 8 bits represent a number between 0 and 255. The code
corresponding to this number is then read from a memory and put
forward to the MSK modulator which is modulating some
intermediate frequency according to the code. Then follows a
conventional up-converter with associated filtering and
amplification. Extensive filtering is employed to improve
colocation performance. The maximum output power in the prototype
is 5 watts.

In the receiver chain extensive preselEction filtering is used to
improve the colocation performance. The radio is a of the double
superheterodyne type with linear IF amplifiers. After
downconversion to baseband, follows the correlator bank with
associated synchronization and demodulation circuitry. The
correlator is controlled from this circuitry to look for the
synchronizing codes and then select the code that gives the
highest correlation peak and declare this as the code
transmitted. The associated number of the code is forwarded to
the processor as the data. The data is either routed to the
terminal or used internally to test the performance of the radio
such as Bit Error Rate measurements.

5. THE CORA PERFORMANCE IN VIEW OF THE REQUIREMENTS

We now discuss the CORA radio performance in view of the
requirements given in section 2.

a. It is extremely difficult to demodulate the data from the CORA
transmission without knowing the codes being used, even if you
have a CORA radio at hand. The number of codes that can be
used for the alphabets is very large. Furthermore it is
perfectly feasible to change synhronizing codes and alphabets
at a rather fast rate making it virtually impossible to
demodulate the data for anyone not knowing the key for
changing the codes. As for detection of traffic going on, the
LPI performance of the CORA radio is approximately as for
conventional DS systems if the output power is decreased
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according to the sensitivity gained in the receiver due to the
multilevel signalling. Also very important is the ability of
CORA to transmit very short data messages. This ability
decreases the total time on the air which again reduces the
possibility of being detected at all. A message containing
100 bits of information does not take more than approximately
10 msek, including synchronization, in the 16 kb/s mode. This
time is comparable to the "on time" in many frequency hopping
radios.

b. The resistance to jamming is approximately the same as for a
conventional DS radio system. The PG is 24 dB in 2.4 kb/s mode
and 15 dB in 16 kb/s mode. To furthermore increase the
resistance to narrowband jammers, a system with Automatic
Channel Selection and slow frequency agility will be employed.

Because of the multilevel signalling the performance against
the broadband barrage jammer is very good compared to other
radios not using this technique. A comparison is given in
figure 8. In this figure we compare CORA with an ordinary
frequency hopper using noncoherent FSK in a scenario limited
by a white noise background. The performance of the frequency
hopper is very dependent upon the coding being used and the
figures are for the average system. As can be seen, the range
performance of CORA is superiour.

c. The ability of CORA to transfer data messages is very good.
The reason is the short synchronization times needed, the
Fixed Frequency format and the modulation method. Also the
radios ability to find out itself whether data or voice is
transmitted is important.

d. As for colocation performance, this is to a large extent
decided by the filtering employed in the transmitter chain and
the receiver chain. Here, the CORA radio performs very well
compared to ordinary frequency hoppers. The general result is
that despite the higher modulation rate and the larger
bandwidths involved, the spectrum of CORA and the receiver
selectivity of CORA compared to frequency hoppers is the same
or better-farther from the center fxequency than approximately
100 kHz. In the receiver greater selectivity is obtained
because of the DS principle involved. Finally the fixed
frequency format is a must when it comes to avoid spurious
responses by frequency management both in transmitter and
receiver.

e. Power consumption in the CORA radio will in a production model
be comparable to, or lower than most frequency hoppers on the
market. The reduction in power has been possible because of
the low clocking speeds involed and the relatively narrow
bandwidths. This again is a consequence of the multilevel
signalling used in CORA.

f. Pricing of a production radio must be decided by the company
involved. It may be said, however, that the price of the radio
unit itself could be comparable to or slightly higher than
frequency hoppers on the market. The reason for a higher price
could be the slightly increased complexity due to the use of
the DSSS principle involving correlators and a more stable
oscillator in the system. Because of the narrow bandwidth
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employed, large deviations from the prices on radios already
on the market as Frequency Hoppers is not expected.

g. A fixed frequency DSSS radio is the ideal partner for an
antenna nullsteering system. The reason is firstly that the
slightly increased bandwidth makes a shorter adaptation time
for the nulling possible. The fact that the system is fixed
frequency (at least for a single message) makes the null, once
established, valid for a long period of time. Furthermore, the
DSSS principle means that the radio may work with negative
Signal to Noise Ratios (SNR) at the input. This means again
that the algorithm finding the null does not have to take into
account the possibility that the signal it works on is a
friendly signal. The chances that the nulling system is able
to push the signal level so much below the background noise
that the data is undetectable, can be made very small.

5. TESTING OF THE CORA PROTOTYPES

The prototype transmitter and receiver have been tested
extensively in the laboratory and also range tests have been
performed by the army various places in Norway. In the laboratory
tests very good performance regarding narrow spectra and
selectivity in the receiver has been measured. Figure 9 shows the
transmitted output spectrum in dB relative to the carrier, as a
function of the offset from the carrier frequency. From 200 kHz
it is comparable to most frequency hoppers on the market and
better -than PRC 77 in spite of the faster modulation rate
employed.

Figure 10 shows the selectivity of the radio as measured against
an interferer which in this case was a signal generator frequency
modulated with 12.5 kHz deviation and 500 Hz frequency. The curve
shows the tolerated interference level in dBm when the friendly
signal level received by the radio under test is -120 dBm, as a
function of the frequency offset of the interferer. Here the CORA
radio outperforms most frequency hoppers on the market from
approximately 100 kHz.

The sensitivity measured in the laboratory for 2.4 kb/s and BER
10-3 is approximately -126 dBm. This figure is expected to
improve in the future due to improvement in certain components in
the receiver and transmitter. The BER as a function of the signal
power received by the radio is extremely steep as expected for
the multilevel signalling employed. We have so far not been able
to measure any residual Bit Error Rate, because it is too small.
This means that for a packet radio network with messages of
reasonable lengths the residual BER in the radio is unimportant.
The sensitivity level for readable voice is approximately 6 dB
higher than for 2.4 kb/s, and for 16 kb/s data with BER 10-3
approximately 10 db higher

In the field tests, the result was that 2.4 kb/s data was
received with BER 10-3 or better with the same or smaller power
than PRC 77, when the voice in the latter system was just
readable. Somewhat higher power was necessary for voice in the
CORA radio, and 16 kb/s (BER 10-3) data communication was
demonstrated with approximately 10 dB higher power. Because of
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the DS principle involvec multipath was not a problem. Delays up
to 100 usecs was measured with the CORA radio.

The last two figures show the prototype radio with an external
terminal and a private soldier using the CORA radio both for voice
and data purposes during the trials. (Note that CORA can receive FM
voice and DSSS data at the same time and at the same frequency!)
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Fig. 1 Jam resistance of FF and FH radios
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Fig. 2 Throughput of FF and FH radios
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DIRECT SEQUENCE SPREAD SPECTRUM:

INFO BITS: 0 1 1 0

CODE BITS: 000110111110010 0001101

REQUIRES CORRELATOR LENGTH L

REQUIRES INCREASED BANDWIDTH

JAM RESISTANCE INCREASES L TIMES

Fig. 3 Direct Sequence Spread Spectrum principles

ORTHOGONAL SIGNALING:

EXAMPLE: 4 LEVELS:

DATA BITS CODE TRANSMITTED

00 1
01 2
10 3
11 4

* TWO BITS PER CODE TRANSMITTED
* BANDWIDTH REDUCED BY FACTOR 2
* RANGE INCREASED
. CORRELATOR LENGTH THE SAME

RECEIVER MORE COMPLEX

Fig. 4 Orthogonal Signalling principles
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CORA DATAFORMAT

F I r Fl I 1 - .... ..... M1 E

Fig. 5 CORA Dataformat

RADIO TYPE: FIXED FREQUENCY, DIRECT SEQUENCE SPREAD SPECTRUM

FREQUENCY RANGE: 30 - 88 MHx IN 25 kHz STEP

TX BANDWIDTH: 40 kHz

RX BANDWIDTH: 45 kHz

CHANNEL SEPARATION' 50 kHz

DATA RATES: 2.4kb/s, 16 kb/s and low roa dala, 150 b/z

VOICE: NV AND 16 kb/s DELTA

PROCESSING GAIN: 24 dB and 15 dB plus coding gain for Iower ratez

SENSITI'VITY: BEF77ER THlAAN - 120 dBm for 2.4 kb/3

MODULA7ION TYPE: NONCOHERENT ORTHOGONAL, DSSS, MSK

PLANNED PRODUCT IMPROVEMENTS

ANTENNA NULLSTEERING SYSTEM

FORWARD ERROR CORRECTION BY RS CODING

Fig. 6 CORA Speciticdtions
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RANGE COMPARISON, CORA/FSK

1. 16 kb/s BER 10 - 3

FSK CORA RANGE GAIN

Eb/No: 11 dB 5.5 dB 36 %.

2. 2.4 kb/s BER 10 - 3

FSK CORA RANGE GAIN

Eb/No 13.2 dB 4.5 dB 66 %

Fig. 8 Range Compariscn CORA - FSK

dB below carrier (dBc)
0
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A f (MHz)
I I I1
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Fig. 9 CORA spectral characteristics
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interference (dBm)
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Fig. 10 CORA selectivity curve

Fig. 11 CORA Prototype Radio



21-17

Fig. 12 From Field Trials of CORA
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DISCUSSION

D. ROTHER

What is your anti-jam margin in a 50KHz channel bandwidth ?

AUTHOR'S REPLY

It we define Margin M = acceptable SIX BER .I0- , then

Margin M _ - lOdB for white noise case.

M much better for sinusoidal case.

P.J. MUNDAY

The comments made by the author on the following aspects of frequency hopping

are injustified :

I - Anti-jam margin.

2 - Synchronization time.

3 - Coloration of radios.

4 - Working with antenna nulling.

My question is : how can you get a processing gain of 15dB by spreading a

16kb/s signal up to only 50KHz ?

AUTHOR'S REPLY

No reply was given in the meeting.

K.S. KHO

1 - How about the frequency allotment . Today allotment is based on 25KHz

rastering.

2 - For the backward interoperability, you implement FM mode. It means

two radios in one case. What is your comment !

3 - You said FH can not cope with multipath. I think before the multipath

is coming, the radio will already be at another frequency.

AUTHOR'S REPLY

1 - Depends on required isolation : 25KHz ---. 10dB

50KHz --425dB

100KHz --+v90dB

2 - FM voice /2.4 kb data can be received simultaneously at same center

frequency. FM sensitivity - ll5dBm.

3 - FH dwell time = IOms

Multipath delay < lO0)s

You are therefore wrong.
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SUMMARY

The. paper first reviews "conventional" multiple-user/multiple-access techniques which
have been employed on various types of radio channels. These techniques are time-
division multiple-access (TDMA), frequency-division multiple-access (FDMA) and code-
division multiple-access (CDMA).

Attention is then turned to CDMA-type systems which appear to offer promise of
reliable operation over dispersive radio paths. Two main aspects are considered:

(i) The use of completely uncorrelated, as opposed to near-uncorrelated, code
sets. In practical CDMA systems designed to date, the latter class of codes has been
used. It is shown that completely uncorrelated sets have distinct advantages -
particularly for packet data operations.

(ii) The use of collaborative coding techniques to permit simultaneous
transmission by several users sharing a common channel, with overall transmission
rates in excess of that achievable with say TDMA. The paper describes the performance
of three new collaborative coding multiple-access (CCMA) schemes, each with two
users, under Gaussian noise conditions.

1. INTRODUCTION

Historically, radio communication has been concerned primarily with single-
transmitter/single-receiver configurations and with broadcast modes. Any multi-user
requirements have tended to be satisfied via combinations of these architectures.
However, this can be an inefficient way of exploiting available bandwidth and channel
capacity. Consequently, in recent years, more sophisticated multi-user architectures
have been developed which allow a number of transmitters to communicate on a
multiple/randon-access basis with a number of receivers - as illustrated in Figure 1.
Here it is required to establish communication over a multiple-access channel (11AC)
between n sources and m destinations in a flexible manner. In practice, n and m may.
or may not, be equal.

It is the purpose of this paper to describe a number of methods of achieving this
ob)ective in the context of dispersive radio channels, eg in the HF (2 - 30 MHz)
band. Digital data, as opposed to analogue, communication is assumed; the ability to
generate information in packet data format when necessary is also assumed. It is
required to pass the information with as small a delay as possible, and with
acceptably low error rates.

2. CONVENTIONAL MULTIPLE/RANDOM-ACCESS SCHEMES

For many years, multi-user packet data communication has largely been confined to
combinations of simple single-user systems designed primarily for continuous data
streams. The major systems of this kind are frequency-division multiple-access (FDMA)
and time-division multiple-access (TDMA).

In the case of FDMA, the message sources are each assigned distinct frequency sub-
channels in parallel within an overall system bandwidth; each sub-channel can be
utilised continuously, but the bandwidth - and hence proportion of total system
capacity - available to each user is obviously restricted. The need to allow "guard
bands" between sub-channel also reduces system efficiency. FDMA can operate with
multiple transmitters, or with a single broadcast transmitter radiating all sub-
channels simultaneously.

The TD14A technique, in contrast to FDMA, allows each source access to the complete
system bandwidth in uniquely defined time slots. When a slot assigned to a given
source expires, the system protocol forces it to wait until its next assigned time
slot in order to continue its transmission.

In packet systems with priority and low transmission delay requirements, basic FD14A
and TDMA systems perform relatively poorly. As an example, consider an FDMA system
with 100 transmitters: if, at some instant, only one station has a packet to
transmit, it will be constrained to use its own sub-channel representing about 1% of
the total system capacity available at that time. Hence, the transmission time is
expanded by a factor of 100 in comparison with what is theoretically achievable. An
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analagous situation would arise in the case of TDMA, with a single transmitter only
having access to its assigned time slots. A protocol which has been designed to
reduce this problem in lightly loaded systems involves the detection of packet
collisions, when two or more sources attempt to transmit at the same time.

An example of this architecture is the ALOHA system; here, terminals exchange data
packets via a single radio channel. The basic concept is that, at low packet
generation rates, there will rarely be more than one terminal ready to initiate a
packet transmission at a given instant. Each terminal is allowed to transmit an
uncoded packet as soon as it is available using the entire system bandwidth. By an
appropriate feedback mechanism, terminals learn if their packets have arrived
successfully at the intended destinations. If two or more terminals transmit
simultaneously, their packets are likely to be corrupted and must be re-transmitted
at a more favourable time. The ALOHA protocol invokes random time delays in order to
avoid repetitive collisions. At low packet generation rates, the system works well
since for most of the time there is only a single active source which can act as if
it were the sole system user; packet delay is minimal. However, as generation rates
increase, so delays increase. Since the advent of ALOHA, many more sophisticated and
efficient schemes have been devised (Massey, 1985), their basic goal being to exploit
any knowledge of the packet arrival statistics in order to keep the transmission
delays as low as possible.

One major problem with the existing range of collision algorithms is that they have
usually focussed on packet arrival statistics, but largely ignored the effect of
channel noise on transmission delays; if there is no collision, packets are assumed
correctly received. Some error control in the form of cyclic redundancy checks
(CRC's) may be appended for efficient error detection, but little attention is paid
to correction of errors. This is evidently a more important consideration with
dispersive radio channels with relatively high levels of noise - which may be
significantly non-Gaussian.

Another conventional form of multiple-access strategy which has been exploited
practically, particularly in the field of satellite communication, is that of CDMA.
Here, all transmitters share the same overall transmission bandwidth, with isolation
being achieved by an appropriate choice of codes for the terminals. Figure 2 is a
schematic diagram of a generalised CDMA system: the sources S(1) - S(n) are assigned
unique channel codes, x (t) - x (t), which have the following 2 properties:

1 n
(i) that their crosscorrelation functions (ccf's) are zero, or near-zero, over

the detection interval T, ie

T

ii1() = /T x (t) x (t +T) dt 0 (1)

0

where 1 i n
1 j n (2)

with Z being a delay variable;

(ii) that their autocorrelation functions (acf's) are impulsive, or
approximately impulsive, over the detection interval T, ie

T

(T) = I/T x (t) ( (t +Z ) dt = (t) (3)
iiJ i i

0

where 1 i n
and&(t) is a unit ininpulse centred on -z'= 0 (4)

At the receiving sites, matched filters, oz correlaticn detectors, are employed which
effectively compute the ccf's between the incoming composite received signal, y(t),
and each of the x(t) reference signals. In general, y(t) will be a combination cf
different numbers of transmitted x(t) components, depending on how many of the
sources S(1) - S(n) are active at any time. Thus

y(t) = x (t) + x (t) + .... + x (t) + ... + x (t) (5)
a b i k

where 1 a n
1 b n

(6)
1 i n
I k n

a<b< ... <i< ... k

The matched filters 11F(1) - 1MF(n) compute the ccf's
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T

0X (T) = 1/TJ xi(t) y(t +-C) dt (7)

0
where 1 < i < n. Because the group of x(t) signals forms an uncorrelated set over T,
the matched filter detectors will only respond when y(t) contains the x(t) component
tc which they are matched. Therefore, substituting from (5) into (7) yields

,6 ( ) = '0 (,t + X...)
X.y xxa (X) ( )

L. + + ... (8)

+ X " (Z
In the absence of noise/interference, it is clear that the only non-zero (impulsive)

term will be, ().

If the x(t) set is chosen correctly, all transmitters can transmit simultaneously in
the same overall channel bandwidth without interaction, and the matched filters will
only extract those components to which they are matched.

In practice, sets of periodic pseudorandom (pr) sequences have been employed as Lhe
x(t) signals in CDMA systems. The ccf's within such a set are normally near-zero,
rather than identically zero; hence, the superimposed ccf components in (8) will be a
soarce of system "self-noise" which will eventually cause a limit on the number of
simultaneous users. A further practical problem with such periodic sequence sets is
the need to acquire and maintain synchronisation between transmitting and receiving
terminals (Darnell & Honary, 1986). The CDMA architecture described in the following
section attempts to overcome both of these problems.

3. AN APERIODIC CDMA SYSTEM

The system to be described here is based upon the use of sets of aperiodic (non-
periodic) waveforms, known as "complementary sequences", as the x(t) codes in the
architecture of Figure 2. The design minimises the problems of self-noise and
synchronisation inherent in many CDMA systems implemented to date.

3.1 Complementary Sequences

A pair of binary aperiodic complementary sequences is defined as comprising two,
equal-length sequences which have the property that the number of pairs of like
elements with any given separation in one sequence is exactly equal to the number of
pairs of unlike elements with the same separation in the other sequence (Golay,
1961). This property leads to the characteristic form of the summed aperiodic acf's
of the sequences, ie that the sum of the individual acf's is zero at all
corresponding time shifts, except at the in-phase (zero-shift) position where it
takes the value 2N, N being the number of bits in each sequence. Normally

n
N = 2 (n integer) (9)

Reference 4 (Darnell, 1975) describes further developments of Golay's basic binary
sequence theory, together with methods for the synthesis of completely uncorrelated
sets of binary complementary sequences and practical applications of such sets.

When it is required to synthesise complementary sets of more than two sequences and
more than two levels, the original definition is no longer appropriate and a modified
definition related directly to the set acf properties must be adopted, ie that the
sum of the individual sequence aperiodic acf's for all members of the set should be
zero at all corresponding shifts, except at the zero-shift position where it takes a
value equal to the sum of the squares of all digits of all sequences in the set.
Figure 3 illustrates typical individual and summed acf's for a set of 4 sequences.

For completeness, a pair of uncorrelated aperiodic complementary sequence sets is
defined as a pair of sets for which the aperiodic ccf values for corresponding
sequences in each set sum to zero at all time shifts. For example, the two binary
sequence sets, each comprising 4 sequences

Sequence 1: +1 +1 +1 +1 -1 +1 -1 +1
Sequence 2: +1 +1 -1 -1 -1 +1 +1 -1
Sequence 3: -1 +1 -1 +1 +1 +1 +1 +1 (10)
Sequence 4: -1 +1 +1 -1 +1 +1 -1 -1

are both complementary and uncorrelated in the senses indicated previously.

3.2 Synthesis Procedures for Binary Sets

In Reference 4, recursive procedures for synthesising sets of binary complementary
sequences are described. Assuming that the length of each sequence in a set is N,
then if A and B are sub-blocks of length N/2, a pair of complementary sequences can
be synthesised from the block structures
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(a) +A +B (b) +A +B (c) -A +B (d) +A -B
+B -A -B +A +B +A +B+A (11)

For example, if A = +1 and B + +1, then applying 11(a) and 11(d) yields the 2-bit
sequence sets

(a) +1 +1 (b) +1 -1
+1 -1 +1 +1 (12)

which are both complementary. Also, the summed non-periodic ccf between the
corresponding sequences of 12(a) and 12(b) is zero at all time shifts, thus
demonstrating that the two sets are uncorrelated. Note that the structures of 11(b)
and 11(c) also provides a pair of uncorrelated complementary sets, whereas (a) - (b),
(a) - (c), (b) - (d) and (c) - (d) do not.

If A and B are now redefined as 12(a) and 12(b) respectively, and the basic structuie
of 11(a) and 11(d) again employed, two uncorrelated sets, each comprising four 4-bit
sequences result ie

(a) +1 +1 +1 -1 (b) +1 +1 -1 +1
+1 -1 +1 +1 +1 -1 -1 -1
+1 -1 -1 -1 +1 -1 +1 +1 (13)
+1 +1 -1 +1 +1 +1 +1 -1

This procedure can again be applied recursively with 13(a) and 13(b) respectively now
representing the basic blocks A and B.

3.3 Synthesis Procedure for Multi-level Sets

The same basic recursive procedure can also be employed to synthesise multi-level
(non-binary) complementary sets. If +I and +2 are now chosen as A and B in the
structure of 11(a), and +3 and +4 as A Pnd B in the structure of 11(d), the sets

(a) +I +2 and (b) +3 -4
+2 -1 +4 +3 (141

are produced, which are each complementary. However, the two sets are not now
uncorrelated because of the different digit weightings in the two sets. If 14(a) and
14(b) are now redefined as A and B respectively within the structures of 11(a) and
11(d), the following sequence sets are produced:

(a) +I +2 +3 -4 (b) +i +2 -3 +4
+2 -1 +4 +3 +2 -1 -4 -3
+3 -4 -1 -2 +3 -4 +1 +2 (15)
+4 +3 -2 +i +4 +3 +2 -1

These sets are both complementary and uncorrelated, the latter property arising
because the two sets now have identical digit weight distributions. Again, the
synthesis algorithm can be applied recursively to give sets of longer sequences.

The multi-level synthesis procedures described above can equally well be applied to
produce non-integer sequence sets if A and/or B are chosen to be non-integer "seeds".

Further work has been carried in the following areas:

(a) the synthesis of odd-length complementary sequence sets (Darnell A, Kemp,
1988);

(b) the synthesis of more than two uncorrelated sets of complementary sequences,

all having the same dimensions;

(c) the synthesis of non-square complementary sequence sets.

3.4 Application of Complementary Sequence Sets

The application to which uncorrelated sets of complementary sequences is being put is
that of aperiodic CDMA packet data communications over dispersive radio channels.
Here, the sets have a multi-functional capability in the sense introduced in (Darnell
& Honary, 1986), ie they can simultaneously provide a capability for error control,
synchronisation, multiple-access and channel evaluation in an adaptive communication
system architecture. In the first instance, a multiple frequency-shift keylng (M1FSX)
transmission scheme of up to 8 levels has been chosen to interface with multi-level
complementary sequence sets; simple digital matched filter (tapped delay line)
detectors are employed at the receivers.

A CD11A system is being implemented in which uncorrelated sets of complementary
sequences are assigned to multiple transmitting terminals; thus, a single radio
frequency channel can be shared by a number of users - theoretically without
interaction since the sets have identically zero ccf's, rather than simply having low
crosscorrelation. The number and weighting of sequence levels, the number of
sequences in a set and the sequence lengths are all adaptable in response in response
to channel state and user requirements. The need for synchronisation preambles etc is
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removed by the impulsive nature of the aperiodic xcf's of the sequence sets. Also,
the outputs of the matched filter detectors can provide information on channel state
(RTCE data) to initiate adaptive variation of system parauieters.

The system being implemented is seen as a ehicle for robust, relatively low-rate
packet data transmission over poor quality radio channels, eg with low-power HF
mobile terminals.

4. COLLABORATIVE CODING MULTIPLE-ACCESS TECHNIQUES

The collaborative coding multiple-access (CCMA) technique permits potentially
efficient simultaneous transmission by several users sharing a common channel, with
transmission rates, in terms of bits/channel, greater than TD IA (Farrell, 1981).
However, such coding schemes require a -1AC with an output symbol value equal to the
arithmetic sum of the users' input symbol values.

As shown in Figure 4, the data from source i, U(i), where i = 1, 2, 3, ... , T, is
encoded by encoder i according to a uniquely assigned block code C(i). The resulting
codeword vector X(i) is then transmitted over the channel where it combines with the
other (T - 1) codeword vectors, codeword synchronisation being assumed, to produce a
composite codeword vector Y. The single decoder at the receiver decodes Y into
estimates of the T original data streams U(1), U(2), ..., U(T).

The T codes C(l), C(2), ... , C(T) together are called a "T-user collaborative code",
where each of the T components is termed a "constituent code". If the code C(i)
contains M(i) codewords, each of length N, then the rate of the ith constituent code,
assuming all codewords are equiprobable, is given by

R(i) = [log M(i)]/N (16)
2

and the rate sum for all the T users' codes

RS(T) = R(1) + R(2) + ... + R(T) (17)

T
( (log (i) )IN (13)

i=i

If all the constituent codes are binary block codes, then the codeword vector X(i) is
an N-symbol binary vector, ie each symbol S(i) belongs to the set [0, 1). Therefore,
the channel output symbol S is a composite arithmetic sum of all the T input symbols

S S() + S(2) + ... + S(T) (19)
T

= S(i) (20)
i=1

4.1 Channel Models

(a) Baseband

The baseband channel considered here is a T-input noiseless adder 11AC. Each user's
input alphabet is the integer set [0, 1], and the output Y is the sum of the T inputs
X(1), X(2), ... , X(T), ie

T

Y = X(i) (21)
i=1

where the summation sign denotes real addition. Therefore, each output symbol is an
integer from the set [0, 1, 2, ... , T]. For example, Figure 5 illustrates the case
where T = 2: each user input symbol is taken from the set [0, 1], whilst each output
symbol will be an integer from the set [0, 1, 2).

The collaborative code used in this particular case is formed from the two
constituent codes, each of block length 2; user 1 is assigned the codewords C(1) =
(00, 11] and user 2 the codewords C(2) = [00, 10, 01], as shown in Table 1 below.

USER 1: C(M)

C(M) + C(2) 00 11

USER 2: C(2) 00 00 11

10 10 21

01 01 12 TABLE 1

It can be seen from this table that each of the 6 possible composite codewords,
resulting from symbol-wise addition in the channel, is distinct and can therefore be
unambiguously decoded into its constituent codewords. The rate pair achieved by this
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scheme is (R(1), R(2)) = (0.5, 0.792); thus the overall rate sum RS(2) = R(1) + R(2)
= 1.292 bits/channel use.

(b) Bandpass

The channel model considereid here is a T-user, M-frequency, bandpass MAC. It is
assumed that the T users nave available 1, sinusoiaal cd±Lierz, aaoh at different
frequencies F(1), F(2), ... , F(M), and that phase-coherence is maintained at Lhe
receivers. During any symbol interval, I, each of the users selects one of these
frequencies to transmit and the receiver must then decide which combination of
frequencies have been transmitted during the symbol interval. It is also assumed that
all the T users are time synchronised so that each user transmits its frequencies
within the same symbol time intervals as all other users. Each tone must be separated
from adjacent tones in frequency by an amount sufficient to allow rejection of those
other tones by the receiver. Hence, choosing a frequency separation of 1/i would give
a tone raster guaranteeing a fixed energy per tone within the symbol interval, I, and
allowing f orthogonal tones to be placed in an overall bandwidth of 1/I.

It should be noted here that the collaborative code used in the work described in
this paper is based upon the codes constructed by (Kasami & Lin, 1976) and (IKasami,
Lin & Yamamura, 1975). For the 2-user case, the User 1 code C(1) is any linear (n, k)
code which contains the "all-ones" word 11...1; the User 2 code C(2) then comprises
the "all-zeros" word, all the coset leaders of a coset array of C(1), but not
including C(O) and the complements of those coset leaders. This construction results
in rate sum of 1.292 bits/channel use; when N = 4, User 1 has four codewords and User
2 nine codewords. For simplicity of simulation, only 8 codewords are employed for
User 2 to match sources with k-bit symbols, ie

k
2 states (where k is an integer).

Such a code construction for the 2-user case is shown in Table 2 below.

USER 1: (00] -- 0000 USER 2: (000] -- 0000
k = 2 [01] -- 0011 k = 3 (001] -- 0001

[10] -- 1100 (010] -- 0010
(11] -- 1111 (011] -- 1000

(100] -- 0100
(101] -- 0101
(110] -- 0110
(111] -- 1001

TABLE 2

where the square brackets show the users' original data of length k bits.

Three specific schemes for the bandpass 1AC are considered in the following section.

4.2 Specific CCNA Schemes

(a) 2-User Bandpass MAC with Matched Filter Detection

Figure 6 shows the general configuration for a T-user bandpass MAC system. The ith
user is assigned transmission states F1(t) and F2(t) as follows:

Fl(t) = cos (w )t for symbol S(i) = 0

F2(t) = cos (w + 21T/I)t for symbol S(i) = 1 (22)

assuming a convenient tone frequency w and zero phase angle.
1

During any symbol interval, the ith user transmits its tone frequency according to
the above, ie

s (t) = S(i) F2(t) + (I - S(i)] F1(t) (23)
i

where i = 1, 2, 3, ... , '. This signal then combines over the channel with the
signals transnitted by the other system users; hence, the resulting demodulator
input, in the absence of noise, is

T

s (t) S(i) F2(t) + (1 - Si)] F1(t) (24)
r

i=I

from which the users' collaborative codeword symbols must be recovered. It is clear
that only two frequencies are required for the complete T-user system. For the 2-user
case, the composite signal at the receiver is of the form

s (t) = S(1) F2(t) + [1 - S(I)] F1(t)
r

+ S(2) F2(t) + [1 - S(2)] Fl(t) (25)

A matched filtering technique is then employed to recover the collaborative codeword
symbols. For example, to recover ?1(t), the signal of expression (25) is multiplied
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by Fl(t) and integrated over the symbol interval, I, giving

I

s (t) F1(t) dt (26)
r

0

The same form of processing is used to recover F2(t). The result of the matched
filter processing indicates which frequencies are present in a given symbol interval
and how many of each frequency component are present. This type of MAC is also
referred to as a MAC with intensity information (Chang & Wolf, 1931) (Omura, 1979).

(b) 2-User Bandpass MAC with Square-Law Detection

A simple modulation scheme which provides users' data symbol addition over the
channel is proposed in (Brine & Farrell, 1985); the arrangement is shown in Figure
7. Here, the ith user is assigned the carrier

Fi(t) = cos [(w + i Sw)t + (i)] (27)
0

where i now can take values 0, 1, 2, ... , (T - 1) and

w is the carrier frequency assigned to User 0;
0

Sw is a fixed frequency increment;

)(i) is an arbitrary phase angle.

During any symbol interval, I, the ith user transmits an on-off keyed (OOK) signal

s (t) = S(i) cos [(w + i &w)t + w(i)] (28)
i 0

where S(i) is the ith user's constituent codeword symbol taken from the set [0, 1].
Assuming a noise-free channel, the resulting demodulator input is

T-1

s (t) Si) cos (w + i 9w)t + 0(i)] (29)
r 0

i=0

from which it is required to recover the collaborative codeword symbols. Therefore,
for a 2-user example, the demodulator input has the form

s (t) = S(0) cos [w t + /(0)]
r 0

+ S(1) cos [(w +gw)t + P(1)] (30)
0

If gw is chosen to be 2 u/I, this corresponds to the minimum allowable frequency
separation for tone orthogonality, irrespective of the values of y'(0) and 5().
Making this substitution in (30) gives

s (t) = s(0) cos [w t + P(0f)
r 0

+ S(1) cos ((w + 2 1/I)t + 9(l)] (31)
0

In this system, the demodulation scheme used to recover the collaborative codeword
symbol [S(0) + S(1)] is to square-law detect and then integrate over the symbol
interval, I.

(c) 2-User Bandpass 1AC with Average Zero-Crossing Detection

A simple modulation technique to provide CCMA via amplitude/frequency assignment is
now considered. This technique is designed to operate in conjunction with a
demodulation scheme based upon zero-crossing counting. The block diagram of this
system is shown in Figure 8. The ith user of the system is assigned the carrier

A cosl(w + S(i)(i + I) S'w)t + / ] (32)
j 0 )

where i = 0, 1, 2, ... , (T-1) and j = 0, 1, 2, ... , (M-l), with M being the total
number of frequencies available. The amplitude of the jth assigned carrier is
denoted by the coefficient A

J
During any symbol interval, I, the ith user transmits the signal

s (t) = S(i) A cos [(w + S(i)(i + 1) &w)t +/
i j 0 )
+ (1 - S(i)) A cos [(w + S(i)(i + 1) Sw)t + 1 (33)

j 0 jAssuming a noise-free channel, the overall demodulator input with T users is
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T-1

s (t) [(i) A cos [w + S(i)(i + 1)c,)t S /.]
rj o

i=0

+ (1 - S(i) A cos ((w + S(i)(i + 1)Sw)t +/ 1] (34)
j 0 j

from which it is required to recover the desired collaborative codeword symbols. This
is achieved by counting the number of zero-crossings of the signal (34) per unit time
at the receiver, from which the transmitted frequency components can be deduced.

For the case when the composite signal at the channel output comprises the sum of two
separate sinusoidal components, the average number of zero-crossings per second
(ANZCPS) of this composite signal (Blachman, 1975)

s (t) = Al cos (2 -Fl t + 8) + A2 cos (2 qrF2 t + S) (35)
r
is given by

(i) KI = 2 F1 if Al A2 and Al (A2 F2)/FI (36)

(ii) K2 = 2 F2 if A2 Al and A2 (A1 Fl)/F2 (37)

(iii) X3, where X3 is between 11 and K2, if F1 F2
and Al A2 (Al Fl)/F2 (38)

For the 2-user case HAC with ANZCPS demodulation, three frequencies are needed and
only regions (i) and (ii) above are of interest, ie K1 and X2. By appropriate
amplitude and frequency assignment, the demodulator output can be made to follow one
of the frequencies of the composite signal in each symbol interval. Therefore, the
only possible values of ANZCPS for the composite signal which can occur at the
demodulator input are

K0 = 2 FO
X1 = 2 F1 (39)
X2 = 2 F2

The ampl 4tude and frequency assignment of the 2-user, 3-frequency ?1AC system
simulated was such that FO F1 F2 and A0 Al A2; ?igure 9 shows this
assignment.

5. RESULTS OF MAC SYSTEM TESTS

A siaulation has been carried out of the situation in which multiple users are
attempting to communicate with a numaber of destinations in the presence of additive
Gaussian white noise (AGWN); T users, each radiating power P are assumed, as shown in
Figure 10. Let

T

Y = X(1) + Z (40)

i=l

where Y is the channel output symbol, X(i) is the ith user constituent codeword
symbol and Z is Gaussian white noise with zero oean and variance 1.

The general method used for the simulation of this situation for all three bandpass
MAC systems introduced in the previous section is to generate many test message bits
over a range of normalised signal-to-noise ratio E IN

b o
In all three cases, the demodulators are preceded by bandpass filters to define the
bandwidth of the demodulator input noise. The general decoding procedure in all three
cases is based upon minimum-distance decoding in which the received codeword vector,
Y, is compared with all the possible outputs. Typical plots of performance for the
three 2-user systems are shown in Figures 11 - 16, in terms of each users bil error
rate (BER) and overall system throughput efficiency, both as a function of E IN

b3

6. CONCLUDING REMARKS

This paper describes a number of CDMA-type systems that are being developed and
tested for use in the dispersive radio channel environment. The system based upon
aperiodic complementary sequence sets would appear to offer considerable potential
for reliable and adaptive operation over poor paths.

The CCMA scheme has the potential for use with a multi-user radio MAC, although much
more work remains to be done to increase the number of simultaneous users.
Theoretically, it allows a greater efficiency of channel use than TD4A. Simple
modulation/demodulation schemes have been implemented for practical 2-user CCMA
systemas to provide sy;nbol recovery at the receiver without ambiguity. The performance
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of the three systems tested is identical under noise-free conditions - as can be seen
from the results of Figures 11 - 16; with AGWN, however, the bandpass MAC with
intensity information and optimum demodulation gives the best results.

It should be noted that Figures 11 - 16 are obtained using a particular coding
scheme. Improvenents in performance resulting from the use of coding responsive to
channel state are currently being evaluated.
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Figure 13. 2-User System Two LOG Output
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Figure 15 .2-User System Three Log
Output BER against Eb/No.
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DISCUSSION

C. GOUTELARD

Des s6quences compldmentaires multiphases ont 6td 6tudides, mais ma question

porte sur les suites que vous proposez : vous formez un code. Quel est le

nombre de vecteurs que vous obtenez pour une longueur de vecteurs (nombre

de symboles) donnde ? Enfin, obtenez-vous des fonctions d'intercorr6lation

nulle et avez-vous compare vos rdsultats avec la borne de Welch ?

AUTHOR'S REPLY

I should be most grateful if you could let me have the references you mention

we have not previously been aware of these.

In theory, the number of completely uncorrelated sets of sequences that can

be synthesized is unlimited. In practice, larger sets require longer sequences,

which may present a practical problem of transmission efficiency. Since the

sets are totally uncorrelated, any practical limit on number of sets will

be produced by channel effects which will depend on channel type.

At present, we can synthesize sets with even numbers of sequences of odd

and even length, both binary or multi-level.

D.J. FANG

What size and what level of collision rate allowed for your networks. Is

your transmission going to be slotted or unslotted ? My general comment is

that your statment "No sync preamble is needed" may be reasonable only for

small size and low collision rate system.

AUTHOR'S REPLY

We envisage initially networks of perhaps 5 or 6 HF terminals. Since the

complementary sequence sets are completely uncorrelated, it is not necessary

to use slotted transmissions : simultaneaous CDMA is possible to the extent that

channel imperfections will allow.

No preambles are required because of the self-synchronization properties

of the sequence sets by virtue of their ideal summed aperiodic autocorrelation

functions.
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A vERSATILE INTEGRATED BLOCK CODES ENCODER-DECODER
Codeur-D~codeur Intdgr~de Codes en Blocs

P.A LAURENT

THOMSON-CSF Division T6l6communications
66, rue du Foss6 Blanc - 92231 GENNEVILLIERS Cedex - FRANCE

SUMM4ARY

This paper presents a new VLSI circuit which is designed to perform encoding and decoding of almost all
Reed-Solomon and BCH codes (including generalized BCH) using symbol sizes from 1 bit to 8bits.
It is fully programmnable by many standard -i.eprvct~ssocs wnicn consider it like any other more common co-
processor.
Its architecture allows a high bit rate and a great flexability.
The interfacing protocol is optimized for minimizing timing constraints (mail boxes) and limiting program-
ming effort :no advanced knowledge of codes is required to use it.

RESUME

On pr~sente ici un nouveau circuit VLSI con~u pour effectuer le codage et le d6codage de la plupart des
codes Reed-Solomon et BCH (dont les codes BCH dtendus) utilisant des symboles comportant entre 1 et 8 bits
d'information.
Ce circuit est entibrement programmable par diffdrents microprocesseurs standard qui le considerent comme
un co-processeur de codes.
Son architecture permet a la fois un debit dlevd et une grande flexibilitd.
Un soin particulier a W apport6 au protocole dinterfa~age qui minimise les contraintes temporelles (sys-
teme de "bolte aux lettres") ainsi que l'effort de programmation qui ne n~cessite aucune connaissance appro-
fondie des codes.

1. PRESENTATION

Les syst'emes de transmission de donn~es num~riques sont de plus en plus nombreux et de plus en plus
exigeants :on cherche a transmettre sur un canal donnd de plus en plus de communications simultan~es,
et pour chacune dentre-elles, un debit utile de plus en plus 6lev6.
Lorsque la qualit6 des donn6es re~ues est fondamentale pour l'efficacitd de ]a liaison, ce qui est
courant, ceci conduit 'a ]a ndcessitd d'utiliser des procdds permettant de corriger les perturbations
dues au canal lui-m~me (ex :canal HF), aux autres usagers (canal encombrd) et/ou 'a des brouilleurs
volontaires~liaisons tactiques ou stratdgiques).
ue m~me, pour un canal donnd, la th~orje montre que l'utilisation d'un syst'eme de codage permet d'ac-
croltre le debit d'information utile, du momns lorsque la qualit6 de d~part n'esr pas .rop d~qraadce.
Dans les deux cas, le codage 'a utiliser doit Wte adapt,; au niveau des perturbations que V'on doit
supporter, 'a leur structure (dispers~es ou en paquets), et aussi au systeme de modulation utilisd il
est dvident que i'on doit utiliser deux codes diff~rents pour une transmission FSK 1200 bauds filaire
classique et pour un systbme dvolud 'a 6talement de spectre par sequences orthogonales.
Enfin, dans beaucoup d'applications, il est souhaitable que, si une partie du message est trop perturbde
pour 6tre correctement restitude 'a la r~ception, ceci n'ait aucune consequence facheuse pour les parties
adjacentes :ceci suppose l'utilisation de codes d~tecteurs et correcteurs d'erreurs structur6s en blocs.

Un expose ci-apres les principes de ce type de codage et la nature des algorithmes utilisds, avant ae
d~crire le circuit RSBCH (du nom des codes qu'il met en oeuvre) et d'en donner les performances dans
quelques cas significatifs.

Le lecteur d~sirant davantage de ddtails sur les codes se reportera avec profit aux r~f~rences 111, 121,
131 et 141.

2. CODAGE ET DECODAGE

2.1. DEFIVITION D'UN CODE

Le message 'a transmettre est compos6 de SYMBOLES, qui peuvent 6tre des bits isolds ou des caract'eres
regroupant 2 bits ou plus (typiquement, de 2 'a 8 bits).

Les symboles sont regroupds par paquets de K symboles auxquels on rajoute N-K symboles de m~me nature
pour former des MOTS DE CODE de longueur K, notds (N,K).

Le nombre de symboles rajoutds, appelds symboles de redondance, est fonct~lon croissante des perfor-
mances du code :plus uls sont nombreux, plus grand est le nombre d&erreurs qu'il sera possible de
corriger.

Ces symboles do redondance sont en effet d~duits des K symboles originaux (symboles Jdinformation)
par une sdrie d'dquations connues 'a la fois de 1'6metteur et de r~capteur. Le r~cepteur, ne connais-
sant pas avec certitude le contenu du message est obligd de supposer qu'il comporte un certain nombre
d'errata, acceptables.

Les errata sont de deux sortes

1. Les EFFACEME14TS :le d~modulateur a un doute sur la qualit6 d'un symbole donn6, et il le signale
au d~codeur, qul devra en reconstituer la vraie valeur (une inconnue);

2. Les ERREURS :le d~modulateur a commis une erreur franche et ne s'en est p as aperqu, si bien que
le d~codeur devra 'a la fois trouver la position de Verreur (une inconnue) et sa valeur (deuxieme
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inconnue)

Le nombre total d'inconnues ne pouvant d~passer le nombre d'dquations disponibles, le d~codeur pourra
corriger n'importe quelle configuration d'errata telle que la somme du nombre d'effacements et du
double du nombre d'erreurs soit infdrieure ou 6gale au nombre d'dquations inddpendantes disponibles.

D'une manibre g6n~rale, on choisit le systeme d'6quations d~finissant le code de telle sorte que le
nombre d'dquations inddpendantes pour des valeurs de N et de K donndes soit le plus dlev6 possible
et que le codage et le ddcodage soient faisables de ]a fa'gon la plus simple possible (donc la plus
rapide).

Les codes de base choisis ici sont les codes Reed-Solomon (RS), qui pr~sentent ces caract~ristiques,
et qui sont les plus connus, donc les plus utilis~s.
Ces codes traitent intrinsbquement des syinboies 'a plusieurs bits (par exeuipie, des, ucLets).
On peut les contraindre 'a n'utiliser que des symboles plus courts (donc pouvant prendre momns de
valeurs diffdrentes), ce qui conduit aux codes BCH (symboles de 1 bit) et a tous les codes inter-
m~diaires (appelds ici BCH 6tendus). ceci a pour effet de rajouter aux 6quatiuns d~finissant le code
RS de base des 6quations suppldnientaires, non ind~pendantes (donc n'amdliorant pas les performances
en nombre d'errata corrig~s) et d'3ugnienter le nombre de symboles en redondance et r~duire le ddbit
utile.
La figure 1 montre, pour des codes (N =63, K variable), le nombre de symboles de redondance qu'il
faut rajouter en fonction du nomb-e d'erreurs 'a corriger, pour un code RS et les codes BCH (6tendus
ou non) qui s'en ddduisent.
La figure 2 donne ]a probabilitd que le d~codage ne soit pas correct pour deux codes de redonddnce
voisine de 2 (autant de symboles d'information que de symnboles de redondance) de types RS et BCH en
fonction de la probabilitd d'erreur par synibole (de 6 bits ou de I bit) en entrde du d~codeur.

On notera - et ceci est le cas g~n~ral - que,lorsque cette probabilit6 d'erreur est par trop dlevde
(par exemple, 10% avec un code BCH), l'utilisation d'un code degrade les performances au lieu de les
amdliorer. Il convient donc de choisir soigneusement le code en fonction de ]a qualitd de bas de la
liaison.
Une manibre efficace de proc~der dans les cas difficiles est d'interdire au d6codeur de corriger
s'il d~tecte un nombre d'errata sup6rieur 'a un seuil donn6. On doit alors procdder plus souvent 'a
des r~p~titions du message, mais ceci optimise globalement le rendement de la liaison.

2.2. ALGORITHMES BE CODAGE

Le codage se fait connie indiqu6 plus haut, en calculant les symboles de redondances en tant que
combinaisons LINEAIRES pond~rdes des syniboles dinformation.
Ceci suppose I 'util1isation de mul tipl ications et d'addi tions, sur des nombres (les "valeurs" des
symboles) qui ne peuvent prendre qilun nombre fini de valeurs :en effet, un symbole de m bits ne
peut prendre que 2'm valeurs diffdrentes. Ceci est possible en convenant que les symboles repr~sen-
tent des 416ments d'ensembles finis appel6s Corps de Galois, ou de telles op6rations sont possibles.

2.3. ALGORITHMES DE DECODAGE.

Le ddcodage consiste 'a dcrire toutes les dquations disponibles en supposant la configuration d'errata
maximale, puis 'a les r6soudre.
Bien que les dquations de d~part soient lin~aires, les 6quations du ddcodage sont non lindaires pour
les positions des erreurs (assimilables 'a des exponentielles inconnues). 11 existe cependant plusieurs
algorithmes pour les r6soudre en fournissant la solution la plus vraissemblable parmi toutes les
solutions-possibles. On utilise ici une combinaison de Valgorithme de Berlekamp Ill (pour d~termine.
les positions des erreurs) et du d~codage par transforrr~e 141 (pour reconstituer les symboles faussds)
en raison de leurs performances :rapiditd pour 1 'un, possibilitd de 'vectorisation" pour 1 'autre,
mise 'a profit dans le circuit.

2.4. CODES TRAITES
Le circuit peut traiter la plupart des codes RS, BCH et BCH dtendus dont les symboles comportent
entre 1 et 8 bits d'inforiation.

D'une manibre g~n~rale, lorsque le code Reed-Solomon de base est construit sur des symboles de m
bits, la longueur N des mots de code est au maximum 6gale 'a 2^m-1 (255 pour des octets).
Toutes les longueurs inf~rieures sont autorisdes, par la m~thode du raccourcissement du code :on
met implicitement 'a z~ro les premiers symboles du code ae plus grande longueur, et IVon ne les
transmet pas.
De m~me , presque toutes les capacit~s de correction (dont se d~duit K, nombre de symboles utiles
par bloc) sont autoris~es. Seules sont interdites les capacit~s tr'as dlevdes (qui ne se justifient
pas dans la pratique) qui conduiraient 'a un sur-dimensionnement inutile des ni~moires internes au
circuit.

Be plus, conformdment 'a ce qui a Wt dit plus haut, il est possible de demander au circuit de
corriger momns d'erreurs qu'il ne pourrait le faire pour am~liorer les performances de la liaison.

Enffn, pour toys les codes, on fournit en entree du d~codage, et pour chacun des symboles regus (y
compris les symboles binaires) un bit de validation qul indique si le symbole est pr6sum6 bon ou
non (gestion des effacements) et le d~codeur fournit en retour si on le d~sire des informations
sur le d~codage :detection de d~passement de capacitd, ou nombre/nature des errata ddtect~s et
corrig~s. Ceci permet de gdrer la liaison, notanment en adaptant le code aux conditions de transmis-
sion, ou encore en d~tectant les mauvaises synchronisations (cadrage errond des mots de code).

3. CIRCUIT RSBCH

3.1. ARCHITECTURE

L'architecture gdndrale du circuit RSBCH a R6~ partiellement diduite de celle du codeur-ddcodeur
prdsentd dans 151, et est diff~rente decelles propos~es dans 161, 171, 181 et 191, les trois dernib-
res rfrences Rtant plus particuiberementconsacr4es 'a la d~finition de composants 66mentaires des-
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tines 'A r~aliser des processeurs adapt~s 'a de tres hauts debits.

Cette architecture est prdsent6e figure 4.
EVle comporte quatre ensembles distincts, d~crits ci-aprbs.

" SEQUENCEUR le circuit est du type microprogramme, au m~me titre que d'autres co-processeurs plus
connus (ex 68881). 1l n~cessite donc un s~quenceur, qui est charg6 de la lecture et de l'ex~cution
du prograimme stock6 en m~moire morte (ROM), assist6 d'un "compteur de boucle po-lynromiale" pour la
vectorisation de certaines operations de codage/ddcodage.

" PROCESSEUR ARITHMETIQUJ: ce processeur est essentiellement une unit6 arithrn~tique et log ique (UAL)
simplifi~e charg6e de faire les calculs simples (additions, soustractions, cornptages,. . ) n~cessaires
dans les algorithmes et les entr~es-sorties.

* PROCESSEUR GALOIS :c'est lui le coeur du dispositif, sp~cialernent congu pour les traitements scalai-
res et polynomlaux dans les Corps de Galois (CG).
Outre des mikioires pour les mots de codes et les vecteurs intermddiaires, il comporte un multiplieur
combinatoire et entibrement programmable pour s'adapter 'a n'importe quel CG (Oa definition d'un CG
se fait en pr~cisant ]a valeur binaire d'un 6l6ment particulier, appel6 g~n~rateur du corps, compor-
tant un nombre de bits 6gal 'a la largeur des symboles dans le code RS de base). L'ensemble est optimi.
s6 pour les operations de multiplication/division polyn6miales qui sont la base des algorihtmes
utilisds.

" INTERFACE :cet interface comporte des registres accessibles directement de l'ext~rieur, la logique de
dialogue, et une "bolte 'a lettres" (FIFO Fisrt In, First Out) servant de tampon avec le processeur
hote.
Des connexions du circuit sont reservees 'ala configuration des echanges pour s'adapter 'a diff~rents
microprocesseurs h~tes :PSM, 68XX, 680XX, ADSP2100, TMS32OXX, 8066,...

3.2. TECHNOLOGIE

Le circuit est r~alisd en technol~gie CMOS 'a g6om~trie de 1.25um.
Sa surface est de l'ordre de 50mm , et il est pr~sent6 dans un boltier DIL 40 broches.
Sa consoimnation est de 25mW par MHz, soit 250mW 'a la fr~quence maximale d'horloge qui est de 10MHz.
Lorsqu'il nWest pas en train d'effectuer des op~rations d'initialisation, codage ou d~codage, il se
met autom1atiquement en mode veille, ou il ne consomme plus que 5mW.

Enfin, il comporte un auto-test int~gr6 qui peut 6tre active de 1'extdrieur ou d~marrage.

3.3. UTILISATION DU CIRCUIT

Le circuit es. enti'arement param~trable.

L~e processeur hote est 'a tout instant en mesure de red~finir son mode de fonctionnement, en pr~cisant
les points suivants:

- nombre de bits par symboles
- nature du code :RS, BCH, BCH 6tendu
- g6n~rateur du Corps de Galois;
- capacit6 de correction th~orique des codes 'a utiliser
- capacit6 de correction effective (inf~rieure ou dgale 'a la pr~cddente)
- iongueur des codes (deux longueurs :code normal, et code raccourci, ce dernier 6tant gdndrale-

ment tetilis6 en tant qu'en-t~te (Header) des blocs de messages relatifs 'a un dchange donn6).
Cette red~finition est suivie d'un temps d'initialisation apr'as lequel le circuit est disponible pour
des op&ra I on sde codage ou d~codage sur Il'un ou 1l'autre des deux codes, sans phase de rd-initi alIisa-
ti on.

Pour chaque opgration de codage, l'extdiieur fournit les symboles d'information du mot de code (K
symboles) et lit en sortie le mot de code complet (N symboles).
Pour un d~codage, il 6crit les N symboles rerus accompagn~s de leurs indicateurs de Yalidit6, et lit
en sortie le rdsultat de d~codage :succes/6chec, nombre d'errata en cas de succ'as, et bien entendu
le mot d~cod6.

3.4. PERFORMANCES

Le circuit RSBCH a Ad~ conqu de telle sorte que le fait qu'il soit enti'erement paramdtrable n'enl'eve
rien au niveau des performances.
En effet, 'a sa fr~quence maximale d'horloge (1014z), le d~bit utile (symboles d'information seuls)
d~passe ais~ment 100 Kbits/s mgme pour des codes de forte capacit6 de correction.
La figure 5 donne des exemples dans quatre cas caract~ristiques.

- code RS (31,15) 'a symboles de 5 bits (utilis6 dans los syst'ames JTIDS et SINTAC), Y61hiculant
15 x 5 =75 bits d'information par mot de code, et capable de corriger 8 erreurs parmi 31 (ou
16 effacements, ou une combinaison d'erreurs et d'eflacements o'u le nombre d'erreurs Nberr et
le nombre d'effacements Nbeff sont tels que 2.Nberr + Nbeff <17) :l'initialisation prend
7Ous, un codage n~cessite 73us, et un d~codage 410us, ce qui conduit 'a un d~bit utile de
183Kbi ts/s.

- Code BCH (31,15), qul ne corrige que 3 erreurs et un effacement suppl~mentaire ou 7 effacements
ou erreurs et effacements, d~duit du pr~c~dent (code binaire) :la durde d'initialisation est
169brement sup6rieure 'a cello du code RS, et, bien que la durde d'un d~codage soit plus faible
(270us), le d~bit utile est inf~rieur au tiers du pr~c~dent, puisque le code ne v~hicule quo
15 bits d'information par mot de code.

- Code RS (255,223), 'A syinboles de 8 Bits, corrigeant 16 erreurs (utilis6 par la NASA), dont
chaq'ue mot de code vdhicule 1784 bits d'information (!) ce qui fait que, m~nie avec une dur~e
de d~codage de 7.5,ms, le debit maximum est de 238 Kbits/s.
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Code BCH (255,223), code binaire d6duit du pr6cddent et ne corrigeant que 4 erreurs, pour
lequel le d6bit est rdduit de moiti4 environ (112 Kbits/s).

On rappelle que le circuit RSBCH n'est pas limitd aux seuls codes cit6s ci-dessus (voir figure 3)
et que ses performances sont fonction du code choisi : longueur des mots de code, capacit6 de correc-
tion, nombre de bits par symboles.

4. CONCLUSIONS

Le codeur-ddcodeur de codes en blocs objet du pr6sent article doit dtre consid6rd comme un composant
standard, d'usage g6n6ral dans les transmissions de donn6es, tant en raison de sa tres grande flexi-
bilitd que parce qu'il est d'emploi aisd et de performances 6lev6es.

Il assure a lui seul toutes les t~ches habituellement r6alis4es a grands frais par des processeurs
standard mal adaptds donc lents, et permet donc de laisser le processeur de gestion faire ce pour
quoi ii cst convu.

iI repr6sente pour cela un important pas en avant par rapport a 1'ltat de l'art ant6rieur o'u des
codes plus simples (r4p6tition) dtaient souvent mis en oeuvre pour cause de difficult6 (sinon impos-
sibilitd) de mise en oeuvre.
Son int4gration est actuellement en phase finale, et les premiers prototypes seront disponibles
au d~but de 1989.
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Comparaison des codes RS et, BCH.
Nombre de symboles de redondance
necessaires pour corriger le nombre

6 d'erreurs figurant en abscisse.
6 Le code de base est du type RS(63,K).
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CODES Reed-Solomon et BCH

I.----------------.-------- I----------------------------------------

Nature N max Capacite de correction
du code (longueur des maximale et

plus grands code correspondant
mots de code )

4-----------+--------------- --- *------------ --------------------------- +

Reed-Solomon 7, 15, 31, 63 Pas de limite
et BCH () (RS: 3, 4, 5,

ou 6 bits
par symbole)

*-----------------------------------------------------------

Reed-Solomon 12 (7bt/s 1. C <- 113 :RS (127,14)

----------------------- 4------------- ----------------------- +

B CH (*) 1 127 1 C <- 63 :BCH (127,7)
--------------------------------------------------

Red-oomn255 1C <- 120 : RS (255,135)1
Reed-olomo (8 bits/symb.) I

4- - - -------------------------- ------------------------ 4

I BCH (*) 1 255 1C <= 119 : BCH (255,12)
+-----------4------------------- ------------- --------------

()Codes BCI1: 1 bit par symbole

CODES BCH ETENDUS

----------------------------------- +--------------------------------------

Nombre de N max Capacite de coriection
bts par (longueur des maximale et

symbole plus grands code correspondant
mots de code )I

........... =... +-----------------

2 I 15 1 Pas de limite
+-------------+-------------+-------------------------------- 

----- +

I 2 I 63 I Pas de limite
*------------------------------------ I,,-------------------------

I 3 I 63 I Pas de limite
+--------------+-----------------+--------------------------------2 I 255 IC <- 119 :BCHe (255,33)

+-----------+-----------+----------------------------------+

1 4 1 255 IC <-. 119 :BCHe (255,80)
----------------------------------- +--------------------------------------

Figure 3

Tableaux donnant la liste des codes RS et
BCH traites par le circuit BCH, ainsi que
les codes BCH etendus.
La capacite de correction C est le nombre
maximum d'effacements qui peuvent etre
corriges; le code peut corriger quand la
relation suivamte est verifiee:

2.Nb erreurs + Nb effacements < C+1
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I Iit Coag De age Debit
Code utilise C Cdae Dco

(us) (us) (US) (Kbits/s)

RS (31,15) 16 70 73 410 183

BCH (31,15) 7 100 73 270 56

---------- + - ------------ +

RS (255,223) 32 4000 1500 7500 238

--------- - - - -- -- - - -

BCH (255,223) 8 5500 800 2000 112

Figure 5

Temnps d'execution des differentes
operations et debit utile maximum
possible pour 4 codes BCH et RS.
L'initialisation ne doit etre effectuee
que lorsqu'il y a changeinent de codes.
La capacite de correction C a la mene
definition que celle utilisee figure 3.
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DISCUSSION

K.S. KHO

1 - Could give me some reasoning behind the choice of RS and BCH coding

schemes.

2 - Could we make a combination of RS & RS instead of RS and BCH, based on

your graph which shows that RS performs better than BCH. What would be

the problem if you make a RS & RS combination ?

AUTHOR'S REPLY

1 - RS codes are among the most powerful error/erasure correcting codes.

They are also the best known ones and there exists simple and efficient

algorithms for coding and decoding.

BCH codes are a subset of RS codes, where the symbols are constrained to

be binary (two valued).
2 - The graph shows that RS performs better than BCH and that intermediate

codes have intermediate performances.

No code combination is investigated here.

C. GOUTELARD

Comment programmez-vous vos codes : par le polyn6me g~ndrateur ou par un

autre moyen ?
Par ailleurs comment faites-vous les multiplications sur les corps de Galois ?

Est-ce par Tables ?

AUTHOR'S REPLY

1 - La programmation des codes se fait en indiquant au circuit

- la nature du code (BCH, RS, ...)

- la longueur des mots de code (deux codes diff~rents)

- la capacitd de correction thdorique et la capacit6 de correction

effective demand6e (infdrieure on dgale)

- l'd14ment c gdn~rateur du -:orps de Galois souhait6.

2 - Le multiplicateur est de type combinatoire, avec "pipe-line" : upe

multiplication/accumulation se fait en une seule instruction.

D.J. FANG

Have you developed the external processor required for given instructions

to your monolithic processor discussed in your paper, the coding algorithm

(BCH-RS concatenation, blocksize, etc...) on an instantaneous basis ? If
this external processor is yet to be developed, how can one use your coding

processor for real-time adaptive application ?

AUTHOR'S REPLY

1 - The external processor is a standard off-the-shelf processor (68xx,

68xxx, TMS320, 8086, ADSP2100) ; it considers the RS BCH like any other

coprocessor/peripheral (ex : 68881/2, ACIA, SSDA, MMU, ...).
2 - It can change the codes at any time, and this changeis under its own

responsibility, considering for example the number of errors detected

by the RS BCH, which is available as a by-product of decoding.
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DISCUSSION

U. SEIER

Hnw did you solve the synchronization problem under the aspect of block

lengths of up to 255 symbols/block ?

AUTHOR'S REPLY

The host processor can read the number of errors which have been detected

by the circuit.

If the demodulator or any external device indicates good reception conditions

and if the RS BCH detects systematically errors, this is an out-of-lock

condition : the external processor has to shift the symbol input streams.
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MINIMISATION DU COUT DE TRANSFERT DE L'INFORMATION

DANS LES TRANSMISSIONS H1F A ETALEMENT DE SPECTRE

C. GOUTELARD - J. CARAIORI
Laboratoire d'Etude des Transmissians Ionosphdriques

94230 CACHAN - FRANCE

RESUME

L'6talement de spectre est une technique bien connue qui prend cependant un aspect

particulier en HF a cause de la dispersivitd du canal et des imterf~rences particulibrement

irnportantes.

Les contr-.intes imposdes par ce canal et leurs effets sur le signal sont analyses. Les

caract~ristiques du bruit et des imterf~rences sont ddtermindes par une sdrie de mesures
sur lesquelles est appliqu6 un calcul statistique.

Les effets des contraintes dues au canal et aux interf6rences sont pris en compte
pour ddflnir diff6rentes strat6gies possibles. Il est alors montr6 qu'il est possible
de minimiser le co~t de transfert de l'information ddfini par la quantit6 d'6nergie

n6cesaire pour transmettre un Shannon d'Information dans le cas d'un 6talement du

spectre parfait ou semi parfait.

La comparaison des diffdrentes strat~gies est faite. Le choix peut atre effectud par la

complexit6 tol~rde des operations A effectuer pour la detection.

I. - INTRODUCTION -

L'utilisation de larges bandes dans le domaine des ondes d~cam~triques se heurte a

deux types de problhme.

Le premier est li6 directement aux caractdristiques du canal dont la dispersivitd, si

elle nWest pas corrig~e, introduit des distorsions inadmissibles.

Le second eat caus6 par les interfdrences extrfimement fortes darls ce domaine et qui font
que la puissance du bruit me varie pas lin~airement en fonction de la largeur de bande

utilis~e, mais plus rapidement.

Le transfert de l'information par dtalement de spectre pose le problhme du choix

optimum de la bande utilis6e et des taux de compression susceptibles d'etre atteints.

On examine dans cet article lea limites imposdes par le canal et l'encombrement
spectral sur lea bandes d'6talement possibles dams la zone Europe occidentale. Il

ressort de cette 6tude que les bandes utilisables sont inf~rieures A celles que
souhaitent lea utilisateurs. Une stratdgie consistant A masquer les parties brouilldes

du spectre est alors examin~e. Le compromia entre l'alt~ration du signal et la reduction
du bruit fait apparaltre la valeur optimale de la bande d'6talement A choisir.
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L'application aux cas concrets du spectre HF donne les ordres de grandeur de ce quo

l'on peut attendre.

II. - LIMITATIONS APPORTEES PAR LE CANAL TONOSPHERIQUE-

Les ondes 6lectroinagn~tiques d~cam~triques sont utilisdes dams los propagations par

r~fractions ionosph~riques pour les liaisons grandes distances et le m~canisme de ces

propagations est bien connu.

Diff6rents facteurs affectont ces propagations

-Le milieu est dispersif et los effets des variations du cemps de groupe ont

d'abord 6t6 6tudids par les distorsions introduites sur la propagation des

impulsions de courte dur~e par BUDDEN (1961], SUNDE [1961], EPSTEIN [1968] et

autres. MILSON et SLATOR [1982] ont cherch6 les limites des bandes utilisables

dans le cas de transmissions en dtalement de spectre par des sdquences directes

et par des sauts de fr~quence. Cos auteurs donnent pour des s6quoncos directes

une vitesse de modulation Cr = (, 1 symboles par soconde pour uno perte de
dTg/df

3dB du rapport signal/bruiL, o~i dTg/df ost la d~riv6e du temps de propagation

par rapport A la fr~quence. Pour des pontos de 10 rs/MHz la vitesse do modulation

ost de 387 kbands et de 122 kbauds pour une pente de 100 rs/MHz.

Dans le cas d'dtalememt par modulation de frdquonce cos m~mes auteurs donnent

une bande utilisable:

Be 1
10 Hr dTg

df

o~i Hr est la fr~quence des sauts.

Cette bande est impos6e par los limites de la gigue de phase qui ne doit pas

exc~der le dixihme de la dur6e d'un palier.

Ainsi, pour une pente de 1.0 rs/MHz et Hr = 3KHz, la bande utilisable est

Be = 3,3MHz et elle vaut encore 330Kfz pour uno pente do lOOrs/MHz.

- Le milieu est anisotropo et los deux modes do propagation, ordinaire et extra-

ordinaire, ins~parables par los cr..t~res temporels, alt~rent la fonction do

transfert dans laquello apparaissont los caractdristiques des 6vanouissements

s~1ectifs. Ce ph~nom~ne, Jioffet Faraday, introduit des 6vanouissernents profonds

lorsque los deux modes sont, au lieu do r~ception, d'amplitudos comparablos. La

fr~quence d16mission jouo un r~lo important et los bandes utilisables (Salons 1985]

ddlimitdes par los 6vanouissements d~passant 6dB, p~uvent varier dans unle grande

plage s'6tendant jusqu'A 1MHz avec des valeurs typiques do 100 A 200K11z.

- La non stationaritd du canal introduit des variations do sa fonction do transfert

dont la correction par des syst~mes auto adaptatifs est particuli~rement ardue

on large bande.

-Los trajets multiples pouvont atre s~par~s par des crit~res temporols si la

bande d'6talement ost suffisante.

Dans le cas ot) ils no le sont pas, comme par exemple au voisinago des frdquences

do jonction, ils introduisent des dvanouissements s~lectifs dans la fonction do

transfort.
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-La presence d'irrdgularitds ionosph~riques introduit des focalisations secondaires,

des effets Doppler, des absorptions qui saint susceptibles de modifier encore

les caractdristiques du canal.

Ces effets sont bien connus et ont 6t6 6tudi~s, pour certains, depuis tr~s longtemps.

Des modems ou des syst~mes exp~rimentaux d6veloppds dams les derni~res anndes [6] [7],

ont momtr6 que des bandes d'dtalement de l'ordre de 100KHz pouvaient atre utilis~es

sans que celA constitue une borne sup~rieure.

Les caract~ristiques de transmission du canal me sont pas les seules limites impos~es

A l'6talememt de spectre dams le domaine d6cam~trique. L'emcombremnent spectral y est

tr~s important et l'4largissement de la bande d'6talement se traduit par une diminution

du rapport signal/bruit [8].

La figure 1 donne um exemple de 1'emcombrement spectral que l'on peut observer em

Europe occidentale.

La pu'ssance de bruit mesur6e dams la bande d'6talement Be est, 6videmnent, une fonction

croissante de Be. Lorsque le bruit est blanc, il est biem comu que sa puissance croit

de 10dB par d~cade et que l~e rapport signal A bruit apr~s d~compression est ind~pendant

de la largeur de bande.

Une 6tude de l'accroissement du bruit en fonctiom de la bande d'dtalement montre que

celui-ci crolt avec une pente sup~rieure a lOdB/d6cade [a1. La courbe de la figure 2

repr4sente un exemple de varia~ion de la puissance de bruit dams la plage de largeur

Be la momns brouill~e choisie dams un intervalle de 1MHz.

Ces rdsultats montrent que la croissance du brouillage, par rapport au bruit blanc

augmente de 3dB pour des bandes d'6talement de l'ordre de 20KHz et qu'elle peut

atteindre 20dB pour une bande d'6talement de 1MHz.

Dans ces conditions, on conqoit que le brouillage apporte une limitation A l'augmentation

de la largeur de la bande d16talenent. En dessous de 20KHz, l'augmentation n'apporte

pas de p~nalisation sensible, mais pour des lageurs plus grandes l'augmentation de

la puissance du brouillage devra, A qualit6 de r~ception constante, 8tre compemsde

par une augmentation 6gale de la puissance d16mission qui rend, A la limite, inutile

l'6talement du spectre.

Le probl~me trait6 dams cet article concerne la pr6sentation d'ume rn~thode de masquage

des brouilleurs qui a 6t6 propos6e par diffdrents auteurs [9], [10]

III. - OPTIMISATION D'UNE RECEPTION PAR MASQUAGE DES BROUILLEURS -

Nous consid6rons:

-Que l~e signal obtenu apr~s 6talement du spectre poss~de un spectre S(w) dont le

module est umiforme sur l'imtervalle [-S2.o, Al et d~finissable par

IS(w)12 = Ao (T(,)+co+f..Lo) - cS(W4+&o-SLo)1 + Ww+1)

o~i cY(x) est l'impulsiom de Dirac.

Cette loi correspond aux parties utiles des spectres des principales techniques

d'4talement, et est optimale dams le cas d'un bruit blanc.
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- Que la detection effectude est optimale en pr~sente de bruit blanc.

- Que le masquage consiste A dlimmer les parties du spectre oii le niveau de

brouillage est trop important.

Avec ces hypothoses, on consid~rera que la ddtection est optimale si la marge de

ddtection est maximale. Cette marge est rdduite par le masquage du fait de l'altdration

du signal mais accrue par ldlinination des brouilleurs. Le compronis optimum rdsulte

des actions inverses de ces deux effets.

La ddnodulation du signal 6tald transpos6 en bande de base se ram~ne donc A une opdration

de corrdlation du signal requ avec la rdplique du signal 6nis. En l'absence de brouilleur,

le spectre du signal en bande de base SoWco dont le carrd du nodule s'exprime par
400

1 So(a) 12 =Ao J0 [ 6(&j +2o) (t3-Alo)] dw

a pour fonction de corrdlation

C (-) =2Ao A o sinc(1o~ T

o~t sinc (xW sin xix.

Si on effectue un masquage des brouilleurs en plagant N fen~tres de largeur 2 A Sli
centrdes sur des pulsations 12 i (figure 3) la fonction de corrdlation s'exprime par

C('r) = !A2 sin~ilo) r LA- sin( 4 f1 V ) cos( Ali V)(1

i c-N

Le second terme reprdqente la ddfornation de la fonction de corrdlation provoqude par

les masquages.

Si Von note:

C (r) A2. sin( 6Sli Z') cos(J'2.i Z:
r Z'

i e N

cette quantitd reprdsente une grandeur aldatoire dont le moment d'ordre 1 est nul,

A des effets secondaires pr~s, et dont on peut calculer la variance

C p(r) = E Ic 2 )(c)}I

oi EWx ddnote Ilespdrance mathdmatique de la variable aldatoire x.

Le calcul pe,.t Otre mend en supposant que le nombre de fen~tres, compte tenu de l'encon-

brement spectral, est important. On admet d'autre part que les variables aldatoires

A A2i et Ifli sont statistiquement inddpendantes et ont des distributions uniforrnes

respectivement notdes pa(xW et p.L(x), telles que:

p a W = Ipour x G [c afo, AS~o]

p 4(X) = 0 pour x [c a a o, A 110]

et:

PAWx = pour x [ afLo, b&?.oJ b < a
(b-a) SIo

P.M(X) = 0 pour x f aflo, bfl

Alors:
2 2

0-p(.) 02 lsn(lc6Qtcs(~)So')11sn(baAt ~o(baSo
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Cette expression se simplifie si c = 0, a = 0 et b = 1, c'est-A-dire dans le cas oii

les distributions sont uniformes 6 partir de 0.

Alora

= 0-C2 [lI-sinc (2 A~o r) I[ 1+sinc (2.o V)J (2)

oa :
0- N &ilo = somme des bandes masqu~es

Alo bande totale

Cette expression qui suppose -a2 i et A S2 i inddpendants n'ejt plus valable quand C(

tend vers 1.

La consdquence de l'existence des fengtres de masquage se traduit par

- Une diminution de la valeur de C(Z =0) qui, compte tenu de la relation (1)

et du fait que la valeur moyenne de 2 All est (2 AfLi> = 6 Slo, s'~crit

C( V=O) = 2Ao(Xlo - N 6 Alo) soit

C( V=O) = 2Ao S1o (1 -0< )

- Un accroissement de l'anplitude des lobes secondaires de la fonction de

corrdlation dont la variance donnde par (2) peut 6tre bornde par une valeur

0men remarquant que sinc (21Zo-) tend rapidement vera zdro. Ii vient alors

2=8 A n - 0f~ o<

Il eat intdressant de faire apparaitre le rapport

R = Energie du signal sans masquage -Eo

Densitd spectrale de bruit noyen sans masquage no

Alors on dispose de trois fonctions

C1 (V 0) = R no (I1 o

2 2

n(oc) densitd spectrale moyenne de bruit qui prend la valeur no pour C = 0.

Le critZe d'optimiaation conduit au choix de o( optimum qui maximalise le rapport

signal/bruit apr~s d6modulation

S/N = C1 2(,C=O)2
U-1 M+n(o)

Ce rapport apparait comme une fonction de 0< qui peut, selon les variations de n(<C),

pr6senter un maximum.

Si le bruit est blanc SIN est maximum pour c< = 0. Dans lea autres cas le maximum

existe si d (SLN) > 0 pour CK = 0.
d o(

Il est simple de voir que si R eat dlev6 le masquage est inutile.

La figure 4 montre lea r~oultats d'un cas typique d'encambrement spectral (figure 4-a)

dans une plage de 400K11z dams laquelle on a cherchd la meilleure position d'une bande

d'dtalement de 200K11z. On a tracd (figure 4-b) les courbes n(c), 0-lm + n(oo et
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C (C= 0) qui permettent de ddduire la courbe (SIN) = f( ) (figure 4-0 oa
Capparait

la valeur optimale C(opt.

La figure 5 donne les r~sultats pour 3 cas typiques rencontrds dans le spectre

d~cam4trique. Les courbes (S/N) = f(o() montrent, pour diff~rentes bandes d'6talement,

les valeurs optimales des 0(

IV. - CONCLUSION -

L'encombrement spectral de la gamme ddcamdtrique apporte une p~nalisation importante

dans les syst~mes A 6talement de spectre d6s que la bande d6passe 20KHz.

Le proc~d4 de masquage des brouilleurs apporte une solution acceptable. Le compromis

entre l'altdration du signal et la reduction du bruit conduit A un choix optimum des

parties masqu~es.

Ce choix peut 6tre fait a la reception par l'analyse locale du spectre A l'aide d'un

systome adaptatif.
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FIGURE I Exemple d'encombrement spectral de la gamme ddcamdtrique
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FIGURE 3 Masquage du spectre d'dtalement
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DISCUSSION

J. HOFFMEYER

Do you plan to construct a prototype direct sequence spread spectrum HF

system and interference suppression system and do you plan on making experi-

mental measurements of the effect of interference suppression on spread

spectrum system performance ?

AUTHOR'S REPLY

Nous sommes des Universitaires et nous n'avons pas la vocation de construire

des systmes qui doivent 6tre dtudigs par des industriels dont c'est le

metier. Par contre nous avons fait des mesures et nous avons r~alis6 des

exp4riences pour juger des performances. Il est facile 6galement de faire

des simulations. Les r~sultats que nous avons obtenus sont en bon accord

avec le calcul.

G. OSSEWAARDE

The use of spectral gaps turns out to be very effective. The gaps give a

very high suppression of certain parts of the spectrum.

Other parts of the spectrum on the other hand are not attenuated at all.

The transition between the two areas is quite abrupt.

How can these spectral gaps be realised ?

AUTHOR'S REPLY

Il est bien 4vident que lorsque l'on effectue des calculs il faut se ddfinir

un module. Celui que nous avons adoptd r~pond bien aux crit~res que vous

citez et ils peuvent @tre approch4s avec d'excellentes pr6cisions par les

traitements num~riques du signal ou d'autres m6thodes. Par exemple pour

citer un cas simple, dans le cas d'un dtalement par rampe lindaire de

frdquence (chirp) ce type de filtre est simplement r6alis6 par une fen6tre

temporelle. Dans d'autres cas on peut recourir avec efficacit6 aux techniques

numdriques.

Geoffrey F. GOTT

Although this has been a theoretical paper, the experimental work outlined

in paper 18 has shown that the instrumentation of effective excision is

feasible, certainly for the narrower bandwidth suggested. Prof. GOUTELARD

has indicated alternative instrumentation philosophies for excision, namely

the use of transversal filters, and the time gating of the output of a real

time spectrum analyser, with subsequent real time transformation to the time

domain. I believe that both of these approaches are entirely equivalent,

and suffer from the same inherent problems.

It is also relevant to add that our experience on spectral analysis of HF

interference indicates that significant gaps, at the atmospheric noise

floor level, clearly exist between signals (outside the broadcast bands).

Such gaps persist typically for substantial periods, occasionally for hours

when the ionosphere is ina stable condition.
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DISCUSSION

AUTHOR'S REPLY

Je partage tout A fait votre opinion, Dr GOTT. L'excision du spectre est

techniquement realisable par diff6rents procdds dont le choix doit atre

fait de fagon sp~cifique pour obtenir la complexit6 rninirnale.

D'autre part, les relev~s exp~rimentaux le prouvent, ii est possible, sur

les bandes d'6talement envisageables dans cette bande, de pratiquer des

excisions qui n'alt~rent pas trop les signaux tout en d~truisant la plupart

des brouillages.
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NEW SYNCHRONISATION TECHNIQUES
APPLICABLE TO MULTI-TONE TRANSMISSION SYSTEMS

M. Darnell* & B. Honary**
Hull-Warwick Communications Research Group

* Department of Electronic Engineering, A* Department of Engineering,
University of Hull, University of Warwick,
Hull HU6 7RX, Coventry CV4 7AL,
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SUMMARY

The synchronisation techniques described in this paper are applicable to
both narrowband, multiple frequency-shift keyed (MFSK) digital transmission sys-
tems and wideband frequency-hopping systvans. The techniques do not require spe-
cific synchronisation "overheads" to be incorporated into the transmissions, but
operate using the normal traffic signal formats. It is required that digital
signal processing is employed at the receiver for the procedures to be effec-
tive. Three distinct synchronisation methods are discussed:

(a) modulation-derived synchronisation;

(b) code-derived synchronisation;

(c) combined modulation- and code-derived synchronisation.

1. INTRODUCTION

Imperfect synchronisation is one of the major causes of error in digital
communication systems. There are typically two elements to the synchronisation
problem, ie

(a) bit or symbol synchronisation;

(b) block or frame synchronisation.

The establishment of bit/symbol synchronisation does not necessarily remove
the need for block/frame synchronisation because of timing drifts due to effects
such as changing Doppler shift, varying multipath structure, etc during the
block/frame interval. In this paper, both block/frame and bit/symbol synchroni-
sation procedures are described.

Traditionally, most radio communications synchronisation requirements have
been met by a process of "initial" synchronisation, via say a preamble code,
followed by a "flywheel" synchronisation procedure involving timing extraction
from symbol transitions and/or the use of inserted segmenting information. The
techniques for synchronisation described here require no synchronisation "over-
heads", such as preambles or inserted segments, but function entirely on the
unmodified, information-bearing signal formats. If reception is interrupted for
any reason, the procedures will recover synchronisation automatically after the
discontinuity.

The concept of "multi-functional coding" has been defined by the authors
(Darnell & Honary, 1986) to describes source and channel coding schemes designed
to perform two or more simultaneous functions within the overall architecture of
a communication system, eg error control, multiple-access coding, modulation,
etc. The techniques described in the following sections are simple examples of
multi-functional coding in that they involve combinations of modulation, error
control, real time channel evaluation (RTCE) and synchronisation.

2. TECHNIQUE I: MODULATION-DERIVED SYNCHRONISATION

The modulation-derived synchronisation (MDS) procedure is a new symbol
synchronisation method with a multi-functional capability for synchronisation
acquisition and maintenance, demodulation and RTCE. It can be applied in modems
that employ digital signal processing techniques to operate on the received
waveform. The method was originally developed for multiple frequency-shift keyed
(MFSK) transmission systems, but can, with simple modification, also be applied
in other binary and multi-level modem types.

The principle of MDS will now be described by reference to a specific ex-
ample of an 8-tone MFSK system. Consider the received signal to be sampled at
intervals of 6t, with n successive samples being equivalent to one symbol (tone)
interval. The procedure outlined below effectively implements a digital matched
filter at every sampling instant. This is achieved at any sampling time T., by
computing the integral (or summation) of the product of the most recent n
samples with the sampled sine and cosine components of the M tones. The summa-
tions are then processed to define M-dimensional vectors in M-dimensional signal
space (MDSS); this is achieved by evaluating the modulus of the summation, I,
for corresponding sine/cosine pairs, ie at time T.



25-2

n(n6t=T.)
I(..,n) = {[E f(i) sin(wi6t) ]2 + [ E f(i) cos(wmi6t) ]2}1/2 (1)

i=I1

where 1 s m s M, f(i) are the samples of the received signal and w_ is the tone
frequency.

When T. coincides with a symbol transition, with tone w. being transmitted,
then

I(T.,m) = E_ (2)

the total symbol energy. For other tone frequencies wk, ( k 4 m)

I(T.,k) = 0 (3)

If T. does not coincide with a symbol transition, and tone wm is transmit-
ted, then

< .. E_ (4)

and
IT., k) = 0 (5)

The above applies to the case of a perfect, noise-free communication channel.
For practical channels, the ratio

( i2 for the tone giving maximum I ]2
C.

2 
= 

- - - - - - - - - - - - - - - - - - - - - -  - (6 )

sum of I2 values for all M tone detectors]

is computed, ie

I(T.,be. aton2
C(.)2 = .(7)

M
E I(T.,j

j=1

C. is thus a measure of detection confidence at instant T.. As the instant T.
advances, so the detection vector describes a stepped course through MDSS.

In order o derive the phase of the data clook at the receiver, it must be
assumed that, within reasonable limits, the period of the transmitter clock is
alread known - a reasonable assumption in most practical biLuationo It is then
required that the I values obtained at the receiver should be processed to yield
clock timing. The series of C. values is suitable for this purpose since it
contains a strong componert at the clock frequency which is independent of the
sequence of tones transmitted.

It zan ", seen that, under noise-free conditions, C. will take the value
unity when T. coincides with a symbol transition; when this coincidence does not
occur, C. will be less than unity. Hence a clock periodicity is present as long
as symbols are being transmitted sequentially. When a sequence of similar sym-
bols occurs, the value of C. will remain constant, but this is likely to be a
sufficiently infrequent event so as not to inhibit the maintenance of correct
synchronisation.

In the case of an 8-tone MFSK transmission system, the maximum and minimum
values for C. are 1 and 1/48. Figures 1 and 2 show plots of C., both filtered
and unfiltered, for conditions of additive Gaussian White noise. Also shown are
the corresponding digital matched filter outputs M, - Mo. In Figure 1, the ef-
fective overall signal-to-noise ratio (SNR) in the total channel bandwidth is 3
dB, whilst in Figure 2 it is 0 dB.

In practice, the nature of the C. and the matched filter outputs will be 3eter-
mined by channel and noise characteristics. It can be seen that the value of C.
for each of the symbols in the MFSK tone array is in fact a measure of detecton
confidence and can be used as a source of RTCE data. Such RTCE data can be used
to improve the performance of both demodulation and decoding procedures; it can
also assist in the optimisation of the number of MFSK tones, M, in response to
channel state ( Shaw, Honary, & Darnell, 1988).

3. TECHNIQUE II : CODE DERIVED SYNCHRONISATION

Code-derived synchronish..on (CDS) is an effective method of block synchro-
nisation. In this scheme, ti.a power of the code is used for both error controi
and time-drift correction. CDS is basically a decoding method which not only
correlates the rece.ved codewords with all the possible codewords, but also per-
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forms correlation in time (over one code word interval) for every possible code-
word. The CDS system operates in the following manner. Assume a code of dimen-
sion (n,k) is used (where n is the'block length of the code and k is the number
of information bits in a codeword); the number of codewords is then 2". At the
receiver 2n bits of the received data ire stored, the decoder then uses these
bits to decide the best time-shift and the best codeword, so as to minimise the
number-of errors for that particular codeword interval. This is achieved by com-
paring all the possible 2" codewords with the received sequence. For each code-
word, the received sequence is compared against the time-shifted versions (by y,
where 0 s y < n) of the codeword, the number of errors for each of the n
time-shifts is then recorded. In this way, a two-dimensional array can be formed
for every decoding pass, the contents of which give the number of errors for
codeword i, at time shift y. The format of this array is shown in Table 1.

time shift y

012 3 4 5 ....... n-1
codeword 0

1
2

Table 1

The decoder then searches through this array and determines the best
codeword/time-shift combination.

As an example, the CDS system has been implemented using the (7,4) Hamming
code. Fig. 3 shows the decoding pass for one such codeword, where block synchro-
nisation occurs at time shift 4, with no errors. Fig.4 shows a similar graph,
but for all the codewords for one decoding pass. The y direction on the graph of
Figure 4 depicts all the 16 codewords, with the deviation from the horizontal
lines indicating the number of errors. It is seen that synchronisation occurs
with codeword 13 at time-shift 4, and with codeword 10 at time-shift 5. This am-
biguity could be eliminated if more than one codeword is considered.

The major application of the CDS approach would appear to be in supporting,
or enhancing, other synchronisation techniques.

4. TECHNIQUE III : COMBINED MODULATION & CODE-DERIVED SYNCHRONISATION

The combined modulatioa- and code-derived synchronisation (CMCDS) scheme
contains elements of both the MDS and CDS approaches described in the previous
two sections. A particular realisation, termed code-assisted bit synchronisation
(CABS), is described here in the specific context of a 4-tone MFSK transmission
system.

The tone frequencies are chosen such that they are orthogonal over the symbol
interval. In CABS, the processes of demodulation and decoding are combined;
hence the need for a separate timing recovery (either carrie- or symbol) is
eliminated. In combining the processes of demodulation and decoding, a half-rate
binary convolutional code is used in conjunction with a soft-decision Viterbi
decoder, rather than a block code, to perform the main function of CABS. The de-
coder therefore perfor - both symbol timing recovery and error correction. This
is achieved by divit. g every trellis in the decoder trellis diagram into n
sub-trellises, where n is the number of samples within a symbol interval. The
decoding is then carried out for every L sub-trellises separated in time by the
symbol interval (where L is the search length of the decoder); this process is
repeated for all the sub-trellises within any arbitrary symbol time. The
soft-decision information to the decoder is obtained via a set of matched fil-
ters whose outputs are sampled n times within every symbol interval.

In an attempt to reduce the complexity and the processing load of the sys-
tem, a simple 4-state convolutional code is used. The CABS transmitter system
operates in the following manner:

(a) A message sequence is encoded using the 1/2-rate convolutional code into a
code sequence.

(b) To each code word, C e { 00,01,10,11), an MFSK tone is allocated and trans-
mitted in the allocated symbol time interval, T.. The tone allocation is as
shown in Table 2 below.
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Codeword Tone frequency

00 fo
01 f
10 f2
11 f3

Table 2

The receiver in the CABS environment take the following steps

(a) The incoming baseband tones are sampled n times at a sampling frequency of
f,-

(b) For each of the tones, the in-phase (I±L) and the quadrature (Qxj) compo-
nents are evaluated, where i is the tone number (0 : i s 3) and j is the sample
number within a symbol (0 s j < n) where

n = T/f.. (8)

(c) At each sampling instant, k, within an arbitrary frame, a 4-tuple magnitude
vector M, is evaluated, where Ms is given by

Mi = {Mo., Mn., M2k, M33} (9)

where Mik is the magnitude of the output of the matched filter i (0 < i < 3) at
the sample reference number, k (where (0 6 k < n)), within an arbitrary frame of
duration T., integrated over the past n samples. M~k is therefore given by:

k. 2 2= 4(I:a + Q j) (10)

In this manner, for any arbitrary symbol interval T., n 4-tuple magnitude vec-
tors can be evaluated.

(d) Starting at any arbitrary point in time, magnitude vectors, Mk, for L suc-
cessive symbol intervals are stored.

(e) The Viterbi decoder is then used to resolve both time and symbol ambi-
guities. The decoder operatea on L successive Mk vectors, separated in time by
exactly one symbol interval T.. The soft-decision metric assignment is as fol-
lows:

rOOk = Mo rOlk = Mk rOk = m2,k rk =Mk (11)

where r±lk is the metric assigned to the code word {ij) at time slot k within an
arbitrary symbol interval.

(f) The decoder then determines the most likely path through the trellises. The
confidence of this path, the decoded bit and the time-shift are stored. The
above operation is then repeated n times with a time-shift of 1/f. being ap-
plied at each step. In this way, the decoding is performed for all the possible
available time-slots within any arbitrary symbol interval.

(g) Finally, the most likely path (ie the one with the highest confidence) among
the n possible stored paths is chosen as the CABS system's decision for that
particular symbol interval. The decoded bit associated with this path is then
output. Symbol timing information is then derived from the time-shift associated
with the chosen path.

The performance of the CABS system has been studied, using simulation tech-
niques, over an additive white Gaussian noise channel. For this simulation study
the following system parameters have been used:

Parameter Value

L 15
T 3.9 mSec
f. 10KHz
fo 1285Hz
f-I 1542Hz
f2 1799Hz
f3 2055Hz

Table 3
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Fig.5 shows the output bit error rate (BER) of the CABS system as a func-
tion of Eb/No. Ek,/No is given by:

Eb/No = 10 Logio(9.75/o2 ) (12)

where Ex. is the energy per information bit, No is the one-sided noise power
spectral density and a is the standard deviation of the noise. The size of the
test message was 105 bits.

The performance of the CABS algorithm and conventional demodulation
schemes, both coherent and noncoherent (Proakis 1983), for 4-tone MFSK data de-
tection is plotted in Fig.5 for Gaussian noise conditions. In addition the out-
put of CABS detector provides information on symbol timing, in the same way as
the MDS system described previously, thus giving a multi-functional capability.

5. CONCLUDING REMARKS

The three synchronisation schemes described in this paper, ie MDS, CDS and
CABS, all depend for their operation on the availability of digital signal proc-
essing at the communications system receiver. They illustrate how the digital
processing architecture at the receiver can be used in a manner that is uniquely
digital, rather than simply simulating classical analogue processing procedures.

All three synchronisation procedures have the major practical advantage of
requiring no specific synchronisation overheads in the form of preambles or seg-
menting information. They can be applied either individual or in combination.
Although discussion has centred on MFSK transmission, the techniques can be eas-
ily adapted for other binary or multi-level transmission formats.
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FIG. 2 Hatched Filter Response and Cn Filter IP and OP. OdE SNR.
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FI. Example of code derived synchronisation
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DISCUSSION

Geoffrey F. GOTT

The code-derived synchronization appears to be based on the principle of

fundamental decoding, whereby the received codewords are compared to stored
replicas of all possible codewords. The Hamming code, used as an example

by the authors , may be instrumented simply, but the technique may rapidly

become impracticable as the code complexity increases.

AUTHOR'S REPLY

This a valid comment. However, in the HF context, the codeword size is

usually relatively small, thus the decoding complexity is not imprac-

ticable.

Certainly, at low transmission rates (less than a few hundreds of bits/s)

this is not likely to be a computational problem.

D.J. FANG

I assume you are still talk about HF applications. ForanHF network even

that consists of 5 terminals, it is a complicated one in the aspect of

clocking. The multipath effect practically shifts the clock timing all the

time and it is not possible to establish a standard clock for an HF network

such as the case for a satellite network. In view of that, I have problem

to accept your conclusion that "Synchronization overhead is not required".

Please comment.

AUTHOR'S REPLY

The technniques described in the paper are essentially to enhance the

accuracy of "flywheel" synchronization by providing additional synchronization

information from other sources such as demodulators and decoders. If fast

initial synchronization is required, it may well be necessary to attach

preamble sequences,i.e.overheads. In general, I believe that themore sources

of synchronization that are available at the receiver, the better.
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SYNCHRONISATION DES TRANSMISSIONS EN EVASION DE FREQUE?')E

EFFET DU SURECHiiNILLNNAGE

J.P. VAN UFFELEN

mRI', 5 Avenue R~aumur, 92350 LE PLESSIS-ROBINSON, France

1-INTRODUMTON

Toutes les o2Tmflicatom mkiqx n~cessitent pour laer .iablis.: ement la Eynchronisation du r~cepteur

par rapport au message recevoir. Au ccurs de cette p6riode d initialf:.ation, plusieurs phases sont

Sdistinguer:

*La synchronisation de s6quence de saut de fr6quence dans le cas d'une communication utilisant

114vasion de fr6quence.

*La synchronisation de mot ou de trane dcnt le but est de d~finir 1 instant d 'arriv~e du message

et do retrouver la trame do celui-ci.

L a synchronisation de symboles quelquefois appel6e synchronisation de bit et qui pormet de d6-

finir Vinstant de prise de d~cision.

*La synchronisation de porteuse dans le cas de d~modulation coh6rente.

On pout 6galement consid~rer la synchronisation du chiffre dans le cas de cormunications crypt6es

et la synchronisation do la s6quence d'talement de spectre pour los transmissions de co type.

Dans cotte ccmmrunication, nous nous int~ressons principalement la synchronisation de mot et de

s6quence de saut de fr~q-,ence et do son impact sur la synchronisation symbole.

2 -POSITION DU PROBLEME

Pour synchroniser une st~quence de saut de fr6quence ou la trame du message, 1e r~cepteur doit re-

connaitro un mot dit mot do synchronisation, idontifiant le d6but de la commaunication ou un instant

caract6ristique de celle-ci. Solon les contraintes retenues pour le temps d'4tablissement de la

liaison ou le rythme do saut de fr~quence, ii peut ktre n~cessaire que la synchronisation de mot

soit faito sans que la synchronisatiorn symbole soit acquise. 11 convient d~s lors dleffectuer simul-

tan4ment les deux types de synchronisation.

Plusieurs techniques sont utilisebles pour la d~tection do mots, elles Pont toutes bas~es sur la

corr6lation du signal re~qu avec la r~plique locale du triol de synchronisation, et diff~rent solon

quo cette corr6lation utilise les signaux regus avant ou apr~s d~ciin.

Si la synchronisation utilise le signal apr.s d6cision,le r6cepteur b 4nkficie d'une plus grande sim-

plicit4. Pour 4valuer les performances&e ce traitement nous avons 6-u recours h des simulations pour

d6terminer los probabilit~s do non d~tection et do fausse alarme, lorsque le signal regu est sure-

chantillonn4.
Pour r6aliser simultanknent la synchronisation de mots ot de synboles, celles-ci peuvent 6tre offec -

tu~es s~quentiellement apr~s avoir mis en m~moire le signal requ 6chantillonn4 C raison do 4 Ou 8

6chantillons par symbole. Une autre technique consiste 2 calculer en temps r~el la fonction do corr6-

lation sur~chantillonn6e. Le maxdinu do cette fon-tion determine la phase optimale d16chantillonnage

et, apr~s comparaison un seui, d6tecte la pr6sence 4ventuelle du mot do synchronisation attendu.
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3 - RECEP'rEUR

le r6cepteur dont le sch~ma est donnd en figure 1, est composd par

*Les parties haute fr~quence (RE') dont le but est d'amplifier le signal requ et de transposer

sa fr6quence sur une fr6quence interm~diaire oi est effectu~e la d6modulation.

b e d6modulateur (FSK, PSK, MSK... ) adapt6 la nature du signal reszu.

*Le filtre de d6modulation qui limite la bande du signal et optimise son rapport signal bruit

avant la prise de d6cision.

*L'4chantillonneur et la prise de d6cision.

*Le corrdlateur utilisd pour la reconnaissance du mot de synchronisation.

*Un comparateur permettant de d6cider si le signal attendu a 6t6 regi ou non.

4 - EVALUATION DES PERFORMANCES

4.1. CritLes d'6valuation

Les performances sont apprdcides par la probabilitd de non ddtection (I'nd) du signal attendu et par
la probabilit6 de fausse alarme (Pfa) lorsque le signal nest pas pr~sent. Le coupiePnd, Pfa perrnet

de comparer entre elles les diff6rentes hypoth~ses de traitement.

4.2. Caract6ristiques des traitements

Les divers traitements sont d~finis par les pararn;-tres suivants

*La longueur du mot de synchronisation,

La longuieur de corr~lation du filtre de ddmcduiation,

*La fr6quence d'6chantillonnage.

Le tableau 1 pr~cise les valeurs de parankres qui ont 6t6 retenues lors des simulations

Mot do synchronisation 16 32 48 et 64 symboles

Largeur de corr6lation T 2T T
du filtre do d~mcdula- 7f T
tion

Fr6quence d'4chantillo, 1 2 :4 ;8
nage T T T T

T inl dur~e d'un synbole

TABLEAU 1
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4.3. Simulations

Les s.,u..iations dont les principes sont donnes en annexe 1 ant kt4 effectu6es en absence de signal

pour d~terminer la probabilit4 de fausse alarme et en pr~sence de signal affect4 de taux d' erreur

compris entre 2 et 15 % pour d6terminer les probabilit~s de non d6tection. Ces simulations ont 6t6

conduites avec les traitements dont les caract6ristiques sont donn~es dans le tableau 1.

Quelques r~sultats de ces simulations sont pr~sent~s titre d exemple sur les courbes: des figures

2 & 5. La figure 2 pr~sente la probabilit4 de fausse alarme obtenue avec uri mot de synchronisation

compos6 de 32 symboles, une fr6quence d '6chantillonnage de 4, la longueur du filtre adapt4 4tant

de T. Les figures 3, 4 et 5 donnent avec les m~mes hypotheses de traitement la probabilit6 de non

dkt~tion lorsquL le signal eat requ avec un taux dlerreur de 2,5 %, 4 % et 11 %

5 -ANALYSE

L' analyse des rdsultats a kt4 conduite pour appr~cier 1' influence de la fr~quence d' 6chantillonnage

sur les performances d'un syst~me de d~tection de mats. Parmi 1 ensemble des r4sultats acquis, nous

pr~sentons ceux correspondant au mat de longueur 32 en fonction du taux d erreurs et du filtrage

effectu4 sur le signal.

Pour comparer les r~sultats obtenus en fonction du filtrage, le principe du taux d'erreur constant
a 6t6 retenu de pr~f~rence au rapport signal t bruit constant. Ce crit~re a 6t6 choisi, car la limi-

te de port6e d'une liaison est d~finie par la d~gradation maximale de qualit4 admissible. Or,celle-ci
s'4value par un taux dlerreur maximal quelque soit le type d'utilisation :parole nun)6ris~e, trans-

mission de messages bref a, transmission de donn~es, avec ou sans codage, correcteur d 'erreurs. C' est
ce taux d'erreur qui d~finit le rapport signal bruit n~cessaire, compte tenu de la nature de la

modulation utilis~e du proc6d6 de d6madulation la limite de port6e se d~termine alors par la con-
naissance de la fr~quence de transmission et de la pu2issance rayonnee.

Ainsi quill l'a 4t6 indiqu4 au paragraphe 4.1., c'est le couple Pnd Pf a qi est utilis6 pour 4valuer
les performances du traitement. La figure 6 repr~sente pour des mats de 32 bits requs av~ec un taux
d'erreur de 2,5 %,1'6volution des probabilit~s de non d~tection et de fausse alarme lorsque le seuil

de d&-,slon varle. Les cinq courbes correspondent aux frequences d'6chantillonnage 6gales 1, 2, 4,
et 8, le filtrage 6tant 6gal T. TT

Ces courbes manti-ent qua lea performances s'accroissent lorsque la fr~quence d dchantillonnage passe
de I k 4 et 8. Par contre, lorsque cette fr6quenre est 4gale L 2, lea performances obtenues peuvent
6tre en retrait, ceci a explique par la phase de 1 '4chantillonnage.En effet,dans le cas repr~sent4
sur la figure, le signal eat 4chantillonn6 (courbe a) au milieu du symbole et t 1 'instant correapon-
dant aux transitions cette configuration eat la plus pdnalisante. Si le peigne d'6chantillonnage eat
d6cal6 de r (courbe b), lea performances saav~rent meillazes que celles obtenues avec une fr~quence
d' 6chantillonnage 6gale h 1. L 6cart de performances pour lea deux phases de 1 6chantillonnage permet
de gagner trois ordres de grandeur sur la probabilit6 de fausse alarme, loraque la probabilit6 de non

d6tection eat 4gale h lO-

Il faut notei 6galement que cat effet li6 la phase d 6chantillonnage existe 6galement, loraque la
fr6quence d'6chantillonnage eat 4gale 4 et 8, mais l'amplitude de la variation de performance se

r~duit lorsque la fr~quence d,6chantillonnage croit.
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L~a figure 7 permet d 'apprdcier 1 'influence du filtrage Sur les performances. Elle indique pour un

taux J'erreur de 2,5 %, la probabilit6 de fausse alarme associ6e S une probabilit6 de non d4tection
de 104 pour une fr~quence d' 6chantillonniage 6gale 5 4, lorsque l a bande passante du filtre avant

d6cision passe de 1 & 2. Dans ces conditions, la probabilit6 de fausse alarme associ6e h la fr4-

quence d'kdhantillnage de lIT est de 10-2. Ii appara3.t clairement que le gain apport6 par le

surdchantillonnage augmente rapidement, lorsque le filtrage est caract6ris4 par une bande 6gale a

2, et que le gain d~l au sur~chantillonnage demeure important (sup~rieur S deux ordres de grandeur)

lorsque la bande de bruit est rdduite S~ 3T/2 puis S lIT. La figure 8 pr~sente les m~mes paramptres

lorsque le taux d'erreur est 4gal 5l 6A

6 -CONCLUSION

bea proc~d4 de synchronisation 6tudi6 cumule les avantages de

*La simplicit6 du traitement,

*La possibilit6 da synchronisation mot et symbole simultan6e,

*Le gain de performance.

Ce dernier point a fait l'objet d'une 6valuation par simulation prenant en compte, en particulier,
la fr6quence d'dchantillonnage at la bande passante du filtre avant d6cision.

Nous avons mis en 6vidence quae luLilisation de quatre dchantillons par symbole permet un gain de

trois ordres de grandeur Sur la probabilit4 de fausse alarme pour une probabilit6 de non d4tection
-46cjale 5t 10- . La comparaison avec un traitement par corr~lation avant d6cision permet d'obtenir

th6oriquement des performances sup~rieur au traitement propos6 au prix d'une complexitd accrue
dans la synchronisation et d'une plus granda difficult6 pour d6terminer le seuil de d6cision de

synchronisation.

ANNEXE 1

Principes de la simulation

La simulation a pour but de d6terminer ls probabilit6 que la valeur du signal de sortie du corrdlateur

Sont 6gale S x (0 -, x < nL qua L. = longuaur du mot de synchronisation et n le taux d'6chantillonnaga

1 2 :4 ou 8).

Le programmre de simulation comprend 5 modules.

1. o-n4ration du signal de test. Le signal de test est une sequence compos6e de 8 symboles fixes

l.0O~l0.ll.10.,chaque symbotle est 6chantillonn6 S la frdquence 8.

2. G36n~ration du bruit, le bruit utilis6 est blanc, gauss'.en Si valeur moyenne nulle. 8 dchantiilons

independants de bruit par sym-bole sont calcul~s soit en tout 64 6chantillons.

3. Filtrage

La-s 64 4chantillons de signal ausquels ont 4t6 ajoutds les 6chantillons de bruit sont tiltr~s par

un filtre adapt6 de durde T -,2T ou '.

Ce filtre effectue le calcul suivant
n-I

y(k)= S(k-i)+n(k-i) 0 < k<( 63
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Pour 6viter les effets de bord, un symbfole suppl6mentaire est ajout6 au debut de la s~quence, et

huit 6chantillons suppl~mentaires de bruit sorit calcul6s.

4. Corr6lation

L~e signal filtr6 puis d6cid6 est corr4l6 avec la s~quence de test. Ce calcul est effectu6 pour

les quatre valeurs 'In" du taux d'6chantillonnage.

63
Cn= S(k).sgnjy(k)]

par pas de n

Les modules 2, 3, 4 sont r6p~t6s un grand nombre de fois (10 4 10 5) perrnettant d'attribu.er

chaque valeur de corr~lation tine, probabilit4 dapparition et d'obtenir la derisitd de probabilit6

de la corr~lation. L~a figure Al pr6sente les r6sultats de la simulation pour tin mot de 8 bits

6chantillonn6 la cadence 1, 2, 4 et 8.
T TT Y

S. Evaluations des piobabilites

A partir de la densit6 de probabilit6 obtenue par simulation pour tin mot de longiieur 8 syidboles,

les densit~s de probabilit6 li~es atix mots de 8, 16, 32, 48 et 64 symboles sont calctil~es par

la formule suivante:

p(x.L)= f p(y,1J2).p(y-x,L12) dy

L :longuetir du mot de synchronisation
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DISCUSSION

C. GOUTELARD

Vous utilisez des synboles numdriques de dur6e T. Lorsque vous utilisez un
6chntllnngeA nefrqunc-Ienrdli6 ou sus6canilonez Q1e~cani~onge~un f~uec , n ~ai~ os os-chni1one.QTe

est-il pour le signal et le bruit ?

AUTHOR'S REPLY

Lorsque le signal est dchantillon6, apr~s une d~cision ferme, A un rjthne
nou supposons que la phase de, l'6chantillonnage est optinale. Vis-a-visT "--

du signal nous nous trouvons dans le cas classique d'une transnission de
donn~es. Pour le bruit :une variable aldatoire est ajout~e au signal. Il
est bien 6vident que ce traiternent ne pernet pas (sous-dchantillonnage et
op~ration non lin~aire) de conserver le spectre du signal originel.



27-1

NEW APPROACHES FOR RAPID SYNCHRONISATION
FREQUENCY HOPPERS

by
Mr A D Bisset BSC (Hons)
Marconi Defence Systems

Browns Lane
The Airport
Portsmouth
P03 5PH
U.K.

SUMMARY

This paper describes in detail the analysis and simulation of a typical synchronisation protocol
employed in a medium rate frequency hopper, specifically under poor signal conditions.

Bit slippage within the initial synchronisation frame was identified as the major source of reduced
performance of synchronisation protocols. A set of performance curves is presented to enable the
dependance on correlation threshold, and the ultimate receive probability for a given protocol, to be
evaluated.

The dependance on bit synchroniser PLL bandwidth was simulated, indicating that improvement was
possible at limit signal conditions. However, this was off-set by a reduced performance for better signal
conditions.

An effective solution to such a problem can be achieved by employing a combined bit and frame
synchroniser. Simulation results for such a technique are also presented for comparison.

INTRODUCTION

Synchronisation of any digital communication link, whether frequency hopping or single frequency,
requires the operations of Bit, Frame and Message synchronisation to be successfully completed.

Bit synchronisation is essentially a demodulation process which ideally reproduces the data sequence
originally transmitted, thereby providing the link between the analogue channel and the digital circuits
in the receiver. Frame and message synchronisation is then required to enable specific blocks in this
received data sequence to be identified. These are necessary operations, if, for example, the received
data is encrypted.

Frame and Message synchronisation are obtained from the result of digital processing of the received
data. For example, correlation of the received data against certain expected patterns is a technique
commonly employed, synchronisation being obtained when a correlation yielding less than a defined number
of errors is received. Given the bit error rate (BER) for the received data, the probability of obtaining
a successful correlation may be readily evaluated.

To increase the message receive probability (MRP) synchronisation protocols can be employed which
enable Frame and Message synchronisation to be obtained over a number of frames; i.e. multiple opport-
unities for sync at each stage (Frame and Message sync) are allocated. With the probability of correctly
receiving a successful correlation known, the message receive probability can be readily evaluated for the
synchronisation protocol employed.

The function of a bit synchroniser, described as a demodulation process above, is essentially a two
stage operation. Initially the transitions in the received data need to be identified, and an internally
generated clock, phase locked to them. This clock is then used to sample the received signal at an
optimum point, to produce a value for the received data for the entire current bit period, thereby
providing the necessary bit synchronisation.

Under poor signal conditions the transitions present in the received data will be noisy. Indeed the
noise present will introduce additional transitions in the received data. It is therefore essential that
the identified transition location is the result of averaging many transitions. A failure to do this will
result in excespive random movements of the identified transition location with the result that the
received bit error rate will be degraded.

Random movements in excess of +/- half a bit period cause an extra bit to be inserted/deleted from
the received data. Such bit slips cause an instant loss of frame and message synchronisation, invariably
rendering the remainder of the message ineffective. The synchronisation protocol must provide additional
Frame and Message synchronisation opportunities to recover from such a breakdown.

For the purpose of introduction it can be assumed that some form of phase locked loop (PLL) is
employed to provide the necessary transition identification and filtering. As with any PLL, such a
configuration will have a certain transient performance dependent on its bandwidth. Hence, prior to the
initial transient decaying sufficiently, the bit error rate of the first part of the received message will
be degraded on the steady state value. This produces a reduction in the frame acceptance probablity,
which can be minimised if the settling transient is rapid. However, a good steady state performance is
achieved with a low bandwidth PLL, whilst for a fast transient performance a high bandwidth is required.
With such a dichotomy, optimisation to meet both requirements is not possible and a compromise must be
made.
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A common solution to the above problem is to precede the message synchronisation preamble with a
string of reversals. Analysis is relatively straightforward to evaluate the length of such a string of
reversals necessary to achLeve an acceptable steady state bit synchroniser performance for a defined link
BER. The message receive probability expected is then readily evaluated, as discussed above. However,
the penalty for such a simple strategy is an increase in the length of the message preamble.

In systems where the preamble length is constrained, the overhead of such a reversal string can be
unacceptable and is therefore removed. Typical examples where such a strategy is required are:

(a) Medium Rate Frequency Hopping. Receivers wait for numerous hops on selected channels, for the single
initial sync frame expected on that channel. On obtaining an acceptable correlation, bit and frame/
hop sync are assumed. The receiver is then able to hop in synchronism with the transmitter and
search for message sync.

(b) Packet Radio Synchronisation. In this example a single frame is allocated to provide the entire
synchronisation for the following data packet. A principal factor in obtaining the maximum
utilisation of the packet network is the performance of the synchronisation scheme. It is therefore
essential that an optimal utilisation of the single frame is achieved.

PERFORMANCE BOUND OF SYNCHRONISATION PROTOCOL

The synchronisation protocol of a typical medium rate frequency hopper described above may be
represented diagrammatically as shown in Figure la. Two possible outcomes for synchronisation to a
message are shown: that of detecting the message, or failing. Also shown are the possible paths from the
starting unsynchronised state to each outcome. Each path element has a probability associated with it, as
shown. This enables the probability of traversing between any chosen states to be readily evaluated.

Figure la may be reduced to show the breakdown of requirements necessary to receive a message.
Figure lb represents suzh a reduction, showing the message receive probability as the probability of
obtaining initial sync and then confirmation.

With the assumption that the bit error rate is constant from start to the end of a message, i.e. no
degradation due to reconstitutor, the frame probability may be readily evaluated and Figures Ia and lb
used to evaluate the nessage receive probability. An upper bound on message receive probability may
therefore be produced.

INCORPORATION OF FAILURE MECHANISMS

The synchronisation outcome path diagram may be readily modified to include the effects of bit slips,
as shown in Figure 2a. Here bit slips occurring after initial sync have been represented by an additional
element in the forward path, conveying the requirement that a bit slip must not occur in the remainder of
the message.

Bit slips occurring within the frame which yields initial sync require a different inclusion as
shown. The basis for this method of inclusion is significantly different than for bit slips after initial
sync detection, due to the constraint that detection of initial sync is required to qualify possible bit
slips.

The frame acceptance probability PFA, frame rejection probability PFR, frame acceptance with bit slip
probability PFBS, and bit slip probability PBS are evaluated in the analysis sections below. The analysis
presented is targeted at a typical production medium rate frequency hopper employing an early/late type
PLL for data reconstitution, the operation of which may be represented by the decision process shown in
Figure 3. Early or late transitions are shown to modify a counter, which acts as a form of filter. Phase
adjustments of 1/28th of a bit period are made after an excess of 1, 4 or 16 transitions:

High bandwith I transition/adjustment Pre Initial Sync

Medium bandwidth 4 transitions/adjustment Post Initial Sync

Low bandwidth 16 transitions/adjustment Tracking

SIMULATION ANALYSIS

The probability that a data transition is received earlier or later than expected is a function of
the phase error, Oe, between the received data clock and the reconstituted data clock.

Hence, the late probability may be defined Pl(Oe).

With the decision process contained in Figure 3, modifications to the reconstituted data clock phase
cause the phase error 0e to be increased or reduced. This in turn causes the probability of the type of
the next transition to be changed, as Pl is a function of Oe" For a sequence of transitions the output
phase distribution Po can be evaluated by considering all possible paths that can be taken to get from the
initial phase 0 i, ta the final output phase 0. Movement between phase states is dependent on the filter
output. Hence, the output phase distribution is also dependent on the counter's initial state.
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With a phase adjustment of 1/28th bit period, the range of possible phase values may be defined by

the set:

PVAL = {0 : --- 13, -12 .... 0, ..., +14)

and the initial counter states:

CSTATE = {C : C = 0 ... , NADJ-1

where: NADJ = number of transitions requir,!d/adjustment

We may therefore define the probability that the output phase is n after the sequence of transitions,
which is conditional on the initial conditions, 0i and CJ, as:

Po(0 = n/Oi,Cj)

where: n e PVAL

i C PVAL

j C CSTAT E

BIT SLIP

By the same method employed above, the probability of a bit slip resulting from the sequence of
transitions may be defined, as:

PBS(SLIP/0iCj)

where: i e PVAL

I e CSTATE

A bit slip being deemed to have occurred if an odd number of crossings of the -13, +14 phase state
boundary are observed in the analysis interval.

BIT ERROR RATE

Each possible sample of the input signal across the bit period will have a error rate associated with
it. This will range from 50% at the transitions up to the optimum for the channel conditions. This
optimum sample point occurs with some fixed offset on the transition location. By accounting for this
offset it is possible to associate each phase state with a resulting bit error rate. Hence the bit error
rate is a function of the current phase state, expressed:

BER (0) , 0 C PVAL

Each path traced from an initial phase to output phase, under the influence of the sequence of
transitions, will yield a bit error ratr which is dependent on the path taken. To account for all
possible phase changes within a path, a quality measure must be assigned to each path, enabling the effect
of the chosen path on the received bit error rate to be quantified. The path mean bit error rate was
considered an acceptable approximation and therefore employed as the path quality measure. It is accepted
that such an approximation will reduce the effect of values significantly above the mean. However, for
conditions of interest there will only be a few elements within paths, hence the path variance will be
low, justifying such an approximation.

Over the analysis interval, many possible paths can be taken from an initial phase state. Each path
has a certain probability of being taken, and will yield a unique path mean bit error rate quality measure
as discussed above. Hence a probability distribution representing the mean path bit error rate can be
produced to combine the two factors.

To evaluate such a probability distribution it is necessary to introduce some form of quantisation,
and evaluate the discrete probability distribution. Half percent sections were employed for the
simulation, commencing at the optimum channel bit error rate and extending a further 13.5%. Values
outside this range were constrained to be at the maximum value. The range of possible bit error rate
values is defined by the function:

BER RANGE = (BER OPT + 0.5 x) : x = 0, 1 ... 27

where: BER OPT = optimum bit error rate for the channel

BVAL is defined to be the set of possible x values.
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We may' therefore define the probability that the mean bit error rcte is n, after the sequence of
trapsitions as:

Pb(BER f nI,C )

where: n c BVAL

i C PVAL

J - CSTATE

which is conditional on the Initial conditions, 01 and Cj.

ANALYSIS INTeRVAL CONSTRAINTS

The arrays Po, PBS and Pb, discussed above, describe the probability of all outcomes expected due to
the application of a sequence of transitions, commencing from defined initial conditions. The length of
this sequence or analysis interval significantly effects simulation time. With a sequence of 16
transitions, approximately 10 minutes is required to produce the necessary data for the above variables.
This extends to approximately one year for a sequence of 32 transitions, which is clearly unacceptable.

A further constraint on the sequence length is the number of transitions required per phase
adjustment. If the filter size is comparable to the sequence length, then there will be negligible phase
movement produced. An analysis interval of 16 transitions is acceptable for use in the highest bandwidth
mode, as with 28 samples per bit a peak coverage of 57% of the bit period can be achieved, reducing to 14%
with 4 transitions per adjustment. An alternative simulation is therefore employed to evaluate the 4 and
16 transitions per adjustment cases in the steady state (tracking) mode.

Sixty-three bits are employed for synchronisation frames in the target system. On average such
frames will contain approximately 32 transitions, which is conveniently two analysis intervals of 16
transitions. Therefore, to meet the constraints of simulation time and phase adjustment, initial sync
frames were approximated by two analysis intervals of 16 transitions each.

DEFINITION OF PHASE MOVEMENT OVER FRAME

The arrays Po, PBS and Pb describing the reconstitutor movement for half frames, are readily employed
to evaluate similar arrays representing movement over entire frames. Defining:

01 - initial reconstitutor phase error.

0o = reconstitutor phase error at the end of first analysis interval.

Oo - final reconstitutor phase error at the end of a frame.

The output phase probability distribution at the end of a frame, PF, given an initial phase is
defined as:

eF(Oo = n/Oi ) = Z E E P0 (00 = n/i,k) P0 (0 = i/Oi,j) Pc(J) Pc(k)
ii k

where: 01 C PVAL

' = C PVAL

E PVAL

Initial counter state for first interval C CSTATE

Initial counter state for second interval k c CSTATE

and: PC(.) - discrete probability distribution representing the initial counter State.

With such a definition the conditioning imposed by the initial counter state has been eliminated.
Hence the output phase probability distribution for a frame is conditional on the initial phase value
only, as shown.

In high bandwidth mode NADJ 1 1, and every transition produces a phase adjustment and the set
CSTATE - 0 . Hence, with a single state, Pc = 1,and there is no dependance on the counter state.
However, for other values of NADJ the result is not trivial, and some approximation is required of the
discrete probability distribution representing the initial counter state, to eliminate this variable.
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DEFINITION OF MEAN BIT ERROR RATE OVER FRAME .

If it is assumed that the path bit error -ate, as evaluated above, is solely dependent on the initial

phase conditions, i.e. there is no dependance on the final phase state. Then the probability distribution
representing the effective mean bit error rate over a frame may be defined:

PBER(BER = n/Oi) = E E E E n Pb(BER = (2n-m)/l,k) Pb(BER m/Oij)

j k i m = o

P,(0o = l/0i,j) Pc(j ) Pc(k)

where: 0i e PVAL

1 C PVAL

Initial counter state for
first interval J c CSTATE

Initial counter state for
second interval k C CSTATE

and the resulting mean bit
error rate n c eVAL

Where the resulting mean bit error rate has been produced as the average of the two constituents,
i.e.:

M + Mnn 2

where: n = mean element BER indicator

and: m and m' = constituent BER indicators

n, m, m' c BVAL

hence: m' - 2n-m

DEFINITION OF TRANSIENT FRAME ACCEPTANCE PROBABILITY

The frame acceptance probability is a function of the required threshold for the 63 bit code; and the
bit error rates for the two constituents i.e.:

P(frame acceptance) - POK(m, m', th)

m & m' - BER indicators

th = correlation threshold

The initial synchronisation probability, given the threshold and initial phase state, is defined:

PSYNC(th,0j) - E E E E E POK(m,n,th) Pb(BER - nIl,k) Pb(BER = m/Oi,j)
j klmn

Po(Oo - l/0i,j) Pc(J) Pc(k)

with parameters defined as previously.

This definition takes no account of possible bit slips occurring within the frame. Hence further
conditioning on the synchronisation event is required, to partition the synchronisation event into those
containing a bit slip and those not, represented by PFBS and PFA respectively in Figure 3a. With a frame
represented by two halves, the possible outcome may be illustrated:

BIT SLIP

Ist Half 2nd Half RESULT

0 0 NORMAL OPERATION - NO BIT SLIP

1 0 50% BER ASSUMED 1ST HALF, NO FURTHER DAMAGE

0 1 SYNC ACCEPTANCE WITH BIT SLIP - MESSAGE SYNC WILL NOT BE ACHIEVED

1 1 ACCEPTANCE PROBABILITY VERY SMALL

0 - No Bit Slip

1 = Bit Slip Occurred
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The bit slip probability is also conditional on the initial phase and counter states. Hence,
PFA(0i,th), the frame acceptance probability as a function of 0i and the correlation threshold th, may be
defined:

NO SLIP SECOND HALF
PFA(Oi,th) = Z Z Z Pc(J) Pc(k) P,(06 = i/OIj) (I-PBs(SLIP/Il,k)) *

j k I

SLIP FIRST HALF
E Pb(BER - m/l,k) [POK(50%,m,th) PBs(SLIP/OiJ) +
m

NO SLIPPAGE
Z PoK(n,m,th) Pb(BER - n/IjJ) (I-PB(SLIP/Oi,j))]
n

Similarly PFBS(0ith), the frame acceptance probability that will not result in confirmation, may be
defined:

FFBS(0i,th) - Z Z Z Pc(J) Pc(k) Po(06 - i/0i,j) (I-PBS(SLIP/ij))
j k 1

PBs(SLIP/l,k) Z POK(n,50%,th) Pb(BER = n/0ij)
n

DEFINITION OF PHASE STATE ON FRAME ACCEPTANCE

Analysis has shown that the bit slip probability post initial synchronisation is significantly
dependant on the PLL phase state existing at acceptance.

Additionally, a significant PLL bandwidth reduction is invoked at acceptance, which will result in a
long settling transient. The confirmation synchronisation codes will be passed during this period. Hence
a further mechanism for loss in message receive probability exists. The phase state on acceptance is
therefore defined:

PTERMO(T=h/Oi,th) = E Z Z Pc(j) Pc(k) P0 (00 
= l/Oij) Po(h/l,k)

j kl

(NO SLIP SECOND HALF) (SLIP FIRST HALF)
(I-PBS(SLIP/l,k)) Z Pb(BER = m/l,k) [POK(50%,m,th) PBS(SLIP/Oil) +

m

Z PoK(n,m,th) Pb(BER - n/ ij,) (I-PBs(SLIP/Oij))]
n (NO SLIP FIRST HALF)

Due to the conditioning imposed by the frame acceptance requirement, this function will not sum to
unity. Normalization is therefore required for events post initial synchronisation.

TRANSIENT ANALYSIS

The output phase probability distribution PF developed above, is conditional on the initial phase.
By defining the initial conditions, PF may be employed to evaluate PF, the actual output phase
listribution:

PP(0o - n) - Z PF(0o = n/i) Pi(Oi - I)

i

where the initial phase 0j = i c PVAL

and Pi(.) - initial phase probability distribution

Although not strictly a matrix, PF in the expression above is readily visualised as such. Hence in
the following discussion, PF is referred to as the phase transition matrix.

The phase settling transient may be iteratively produced by successive evaluation of the output phase
distribution, from the phase transition matrix and current input phase distribution, and by employing the
previous output phase distribution as the input phase distribution for the next iteration. Defining:

Pin = Initial phase probability distribution for nth frame

P'Fn = Output phase probability diatribution for the nth frame
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With no apriori of the received data clock phase it is reasonable to assume the initial phase
distribution for Pi is uniform. T:e first frame received causes some settling to occur and P'FI,
results. The effecl of further frames may be evaluated by defining:

Pin+l = P'Fn

where: n ff frame number in settling transient

LOW BANDWIDTH TRANSIENT ANALYSIS

In this mode typically less than one phase adjustment is made per frame. Hence the effect of frames
is essentially represented by the change in the counter state that occurs across the frame. Extension of
the above analysis is therefore required to include this aspect. However this is not realistic for very
low bandwidths, due to the excessive simulation time required.

For this analysis the current PLL state was represented by the set of two-tuples defined:

PSTATE - {(XI, X2 )}

where: X1 c PVAL

X2 C CSTATE

The application of a transition will cause the adjacent state to be adopted. The probability of this
new state may be defined, as shown in Figure 5, for cases when no phase adjustment is made. More
rigorously the new state for all initial states may be defined:

PSTATE (0,K+I) P1(0)
n for O<K<C gAX

PSTATE (0,K) = PSTATE (0,1)P 1(0)

n+1 n K=OiSA+ PSTATE ((0,IKPX,CAX) l( 10-I Ipxx)

n

PSTATE (10 + 1IPHAX,O) Pl(I0+IIP AX 1n K = CMA X

+ STATE (0,CMAX-1) i(O)
n

After initialisation, successive application of the above rule enables the output phase distribution
to be iteratively evaluated, for as many transitions as required.

The above analysis is readily extended to accommodate bit slip evaluation if the range of PVAL is
extended. Bit slippage is then indicated by a reduction in the main lobe probability, Figure 6.

SIMULATION VALIDATION

Message receive probability versus link signal to noise ratio (SNR) is shown in Figure 7, for
simulated and experimental results. Due to the practical limitations of obtaining measurements of sync
probability, the number of trials over which the sync probability was measured is significant. To account
for this a 90% confidence interval, evaluated from the trial conditions and results, is shown on the
performance curves. Such a bound defines a region where there is a 90% chance of the actual MRP being
situated.

In view of practical problems associated with measurements at low signal to noise ratios, the half dB
error at low signal to noise, between experimental and simulated results, was considered an acceptable
error. The simulation results were therefore considered consistent with the experimental results
available.

DISCUSSION

The probability of obtaining initial sync versus SNR, for various correlation thresholds is obown in
Figure 8; where the synchronisation protocol employed requires a minimum of one sync frame from four to be
obtained to achieve initial sync. This graph indicates that at 3dB SNR (approx 10% BER) the optimum
correlation threshold is 52 to 53. At 3dB SNR initial sync detection probability is quite insensitive to
correlation thresholds. However below 3db SNR the correlation threshold is very critical as shown.

Also shown in Figure 8 is the performance of a combined bit synchroniser and frame synchroniser.
This employed a simple maximum bin technique to identify the transition locations present in the input
data; enabling the data to be extracted from a stored unsynchronised version of the input data. The
transition location was therefore fixed for each frame correlation.



27-8

At IdB SNR (approx 18% BER) there is negligible improvement with this type of synchroniser with such
a simple selection algorithm employed. However at 3dB the improvement is significant. Additionally a
reduction in the correlation threshold produces an increase in detection probability. This is not the
case with the PLL synchroniser, as shown in Figure 8.

With the PLL type synchroniser bit slips occurring in the latter half of the sync code will prevent
detection of the rest of the message, as detection of initial sync is -mployed to define the bit sync
phase (which is then preserved by a bandwidth change); illustrated in Figure 2a as PFBS. For a given
correlation threshold and SNR, this loss limits the effectiveness of multiple synchronisation
opportunities.

For a SNR of 1dB (approx 18% BER) the initial sync detection probability versus the number of
attempts is shown in Figure 9. This graph clearly illustrates the trade off between correlation
threshold, and the number of sync attempts allocated. The maximum bin synchroniser is not limited by this
effect. Hence the sync probability approaches unity as the number of sync attempts are increased, as
shown.

To operate in a scenario which provides a good signal when unjammed, but where 70% of hops are jammed
and unusable. ..n nine initial sync attempts would be required to provide a 95% chance of gaining
initial sync. With nine initial sync attempts the maximum bin synchroniser at 18% BER will provide a 99%
chance of gaining initial sync. Hence as far as initial preamble length is concerned, the requirements
for 70% jamming and a limit signal defined as 20% BER are similar.

Post initial sync detection a low bandwidth PLL synchroniser is employed to obtain accurate bit
synchronisation, and to enable signal fades to be bridged. The transient response at IdB SNR is shown in
Figure 10 for the medium bandwidth employed, i.e. 4 transition required/adjustment. With no apriori of
the bit phase the settling transient lasts in excess of 14 frames. The conditioning on the initialization
imposed by the requirement to detect initial sync significantly reduces the settling transient as shown.
The maximum bin selection technique indicates approximately a 12 or 6 frame settling advantage over the no
apriori and sync acceptance cases respectively. This could be increased further if the maximum bin
selection process was employed for further frames, prior to switching to PLL timing maintenance.

TRANSITION FILTER YODIFICATIONS

The effect of reducing the bit synchroniser PLL bandwidth is shown in Figure 11. At 3dB SNR, (10%
BER) a change from a 1 transition/adjustment to a 4 transition/adjustment filter will produce an
improvement in message receive probability of approximately 1%. However, below 5dB SNR this improvement
is lost. Additionally the rate of improvement in HRP with increasing SNR is negligible compared with the
1 transition/adjustment filter case.

Bit slips in the latter half of the initial sync frame are causing these effects, as shown in Figure
12. Belcw 3dB SNR the 1 transition case is significantly worse than the 4 transition case. Which is
reflected in an improved initial sync detection probability as shown in Figure 11. However, above 5dB SNR
the transition case is better with a faster rate of reduction. This is producing the increasing
performance in Figure 12 for the 1 transition case, when the 4 transition case has settled out.

CONCLUSIONS

Bit slippage in the latter half of the initial sync frame with a PLL type bit synchroniser is a major
failure mechanism of synchronisation protocols. Its effects may be minimised only by the careful
selection of both correlation threshold and number of initial synchronisation opportunities, (Figure 9).
The bandwidth of the bit synchroniser PLL must be selected with respect to good signal and limit signal
conditions, to avoid an unacceptable levelling off of synchronisation probabilityt Figures 11 and 12.

A correlation type bit and frame synchroniser is required to eliminate this effect.
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SUMMARY OF SESSION III

SYSTEM PERFORMANCE

by

H. VISSINGA, Session Chairman

Seven papers were presented in this session covering a wide range of aspects of

system performance. These papers are summarised below.

"Effects of Ionospheric Modification on System Performance"

(I have neither an abstract nor a preprint available on this paper).

"HF Spread Spectrum, an Audit of Power Requirements and LPI Vulnerability".

In this paper the consequences of the congestion of the HF band are considered when

introducing spread spectrum systems. In order to maintain an acceptable data throughput

the radiated power has to be increased to such a level that this has a significant

influence on the probability of exploitation by the adversary. Parallel diversity is

proposed as a means that offers a significant improvement in this aspect.

"Combined Effects of Fast and Selective Fading on Performance PSK and MSK with Coherent

Detection".

In this paper theoretical results for the required threshold for a given errorrate

are given for a WSSUS channel. For both QPSK and MSK results are presented for different

Doppler shifts and path delays.

"Etude exp6rimentale d'une liaison num6rique radiomobile A dtalement de spectre en

site urbain".

In this paper results are presented of the measured bit errorrate of a direct sequence

spread spectrum system for the following interfering signals : white noise, sinusoidal,

d.s.s.s. and multipath under simulated conditions. On the radiochannel narrowband

measurements were performed on the mean decrease of the fieldstrength with distance

and the fast variations of it in a moving car. In the wideband configuration the channel

impulseresponse was measured.

"Packet Radio Network Concepts for the Norwegian Field Army".

In this paper mobile packet radio (PR) network concepts are described and discussed.

Many PR networks are connected through radio access points to a tactical communications

area network. Each PR network has its own frequency, access to the common channel is

governed by the CSMA technique. The radio equipment makes use of direct sequence

spread spectium modulation. The inherent capture effect of this has a beneficial effect

on throughput.

"Experimentation d'un syst~me de transmission de donndes par canal m6tdorique : ThdorAme".

In this paper the first phase of an experimental programme of a meteor burst system

on a frequency of some 40M11z over a distance of 350 km is described. The modulation

is FSK, the bitrate 16Kbit/s. With a transmitter power of 1KW the mean throughput is

100 to 150 characters per second, while the maximum is 300 to 400.

"System Factors to be Considered in Assessing Propagation Effects on Modern Satellite

Communications Systems".

In this paper, system factors to be considered in the assessment of propagation

effects are outlined. The essence is to point out that for modern digital satellite

communications systems propagation assessment has to have proper system reference in

order to provide readily useful conclusions for system engineers.
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EFFECTS OF IONOSPHERIC MODIFICATION ON SYSTEM PERFORMANCE

Suman Ganguly
Center for Remote Sensing

8200 Greensboro Drive, Suite 503
McLean, VA 22102

USA

Controlled ionospheric modification can be used for disrupting as well as facilitating communication and radar
systems. After briefly describing the results achieved with the present day ionospheric modification facilities,
we present a scenario for the genertion of strong and significant ionospheric modification. We present a few schemes
for the development of modern high power facilities using the state of the art technology and then describe the
impact of such facilities on the system performance.

1. INTRODUCTION

Artificial modifications of the ionospheric plasma induced by high power radio waves have been studied
for the last two decades, and these investigations have shown strong promise of utilizing these ionospheric modi-
fications for practical benefits as well as understanding the involved physics of the wave-plasma interactions.
Interaction between the e.m. wave and the ionized plasma could be hard or soft. This depends on the R.F. frequency
(). For hard interaction, when f > p, the plasma frequency, strong interaction can take place at the crossing
of two r.f. beams. This was first proposed by Ganguly and Gordon (1984) 1 . The beat frequency produced by the
two UHF or VHF beams could ultimately cause plasma breakdown and unlimited energization of the plasma (see
Fig. 1).

Plasma Brakdown OccusJ
at :he Crossing of Two
Intense UHF Beams

Plasma AccaLsration Occurs

by Surfboard and
Best W"l Mechanisms,

Enrgetic
Paflicl"

Figure - 1.

Although these concepts are well established in laser fusion studies, there has been no practical experiment
in the earth's ionosphere. All the ionospheric modification by ground based wave injection has been done with
H.F. beams (soft interactioO4. This is mostly because for H.F. frequencies the electric field is enhanced near the
region of reflection. For low wave energies, nonlinear forces arising through collisional forces have been well
known since the early days of radio waves. As the power density increases, the ponderomotive force effects mani-
fest. A good measure of this force is determined when the quiver velocity becomes comparable to the thermal
velocity. In the H.F. range this can happen with power densities of only mw/m. Currently, ionospheric modification
facilities exist in Arecibo, Puerto Rico, in Alaska, ii, Tromso, Norway and in several places within the U.S.S.R.
During these modification processes we have observed the following features

a) Electron temperature increases by a factor of up to about two to five.

b) Large and small scale density irregularities are generated by thermal and ponderomotive forces. Typically
one to ten percent. Depending on the scale size.

c) Several plasma waves, instabilities and turbulences are generated.

d) Electron energization results in enhanced optical emission.

e) Nonlinear processes give rise to wave mixing and wave generation.

The effect of these physical changes on radio waves are summarized in Table I. The available power densities
in all of these facilities are too small to create any dramatic change. With large enough power densities the iono-
spheric plasma will breakdown (Gurevich, 1978)2 and artificial layers and patches can be generated. (See Figure
2). Once the plasma breakdown is attained, relatively modest power should be able to sustain it.
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Ionospheric Modification
by

NA Wave Injection

F-Reglon Modification

Typical Patch
Size 100 km2

0-Region Modification

- By Veying Frequency and WNave in.ect.on
Angle. the Modification Can Be Produced
Anywhere

4' '1 * Both Pulsad end CW Waves Can B Used,( Shaped Patches Could Be Formed

Tycal IERP - 10 MW
Frequency 3-15 MHz Figure - 2.

TABLE I

EFFECTS OF IONOSPHERIC MODIFICATION ON RADIO WAVES

UHF BAND Plasma waves and related instabilities produce weak backscatter signals. Scintillation of radio waves
by large (Kin) scale irregularities are well documented.

VHF BAND Strong backscater from field aligned irregularities observed. Scintillation for transionospheric propa-
gation.

H.F. BAND Spread F, Multiple Traces, Z-Mode Propagation, Ducting, Caviton & Turbulence, Changes in H.F.
Spectra, Doppler Shift, Backscatter, Nonlinear Effects. Changes in Attenuation (WBA) and phase
in the F-region and D & E regions. Strong HF signals can occasionaly penetrate the ionosphere.

WAVE Generation of beat frequency wave, Helicon, Alfven, Whistler, Ion Chyclotron and Electron Cyclotron
GENER- modes. Beat wave generated at the H.F. frequency can produce plasma breakdown and can accelerate
ATION electrons.ULF-HF propagation can be affected by chinges in lower ionosphere, where the most dram-

atic effect can take place.

2. CURRENT UNDERSTANDING

In spite of our demonstrated ability to use the artificial ionospheric modifications for the control of com-
munication, radar and related areas and the significant understanding of the wave plasma interactions, our under-
standing of the involved physical processes has been mearge. Earlier observations at Platteville initiated investi-
gations on HF and VHF scattering processes, whereas the investigations at Arecibo prompted some interesting
theoretical studies on the involved parametric and several other plasma instabilities. The parametric instability
was first discovered at Arecibo and significant amounts of theoretical and experimental research has been con-
ducted in these areas.

The incoherent scatter diagnostics at Arecibo also attracted some (although very limited) interests from
the plasma physics community. The interaction of strong e.m. waves with the plasma can produce a wealth of
plasma instabilities and other effects that are difficult to study in the laboratory. Thus, oscillating two-stream
instabilities, caviton formation and decay, stimulated Brillouin scattering, thermal self-focussing, particle acceler-
ation, Z-mode propagation have all been observed at Arecibo. Two major areas that have been neglected are aero-
nomical implications of ionospheric modifcations and the search for new events.

Very little has been achieved in terms of interfacing the radio engineering communities with the plasma
physics group. Utilization of the wealth of plasma physics knowledge, particularly that gained thiough laboratory
and theoretical studies related to high energy physics and laser fusion, into the scaled version of the ionosphere,
has been attempted in a limited manner. Very little knowledge exists in the modifications of the lower ionosphere,
generation of ULF, ELF and VLF waves, possible generation of the F-region cavitons or plasma instabilities and
plasma turbulence, and their relationship with the H.F., VHF scattering process is still unclear. Scintillation of
the radio signals and even the backscatter of VHF signals are not yet well understood.

In its upward journey, (Figure 3), the first encounter of the radiowave takes place in the lower ionosphere,
where it raises the electron temperatures and loses most of its energy. It is here that the ULF-VLF waves could
be generated either by modulating the ambient current or by the dynamo effect. Modification of the D-layer also
affects ELF-VLF propagation. Creation of artificial layer is also most efficient at these heights. If the radio wave
survives with significant strength, it produces detectable interaction in the F-region, where, because of the reson-
ance swelling of the E-field and because of low collisional damping, wave plasma interactions manifest themselves
in creating an array of plasma waves, instabilities and density perturbations created by thermal and ponderomotive
forces.
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Figure - 3.

The large and small scale density perturbations could be created by thermal self-focussing, by formation
of cavitons, by interaction with ion-sonic waves or by various other instabilities. Although parametric instability
has been reasonably well investigated at Arecibo, the relative roles of the other processes such as resonance inst-
ability, drift instability, oscillating two stream instability, two stream and plasma fluid instability, ExB instability,
etc. and also the decay of dissipative parametric instability, dissipation of decay instability, nonlinear thermal
coupling of decay instability, trapping of plasma waves inside cavitons, possible formation of solitons, formation
of clumps, etc. are almost unexplored. Collapse of the caviton and decays of various instabilities could eventually
lead to plasn.a turbulence and accelerate the ambient plasma. Our current state of knowledge of these plasma
processes is almost in a state of flux.

Experimental observations of the formation of cavitons and large - and small-scale density fluctuations
have been meagre. Little is known about their growth, decay, threshold E dependence, on polarization and orient-
ation to the magnetic field lines. Even the conversion of e.m. waves into the e.s. wave modes and vice versa in
the inhomogeneous plasma is little understood. It has been suggested that excitation at UHR region could inhibit
the formation of plasma wave and instabilities. Coordined theoretical and experimental studies are needed to under-
stand the various instabilities and their relationships with irregularity generation.

There are observations that showed the strong plasma oscillation generated by penetration of high power
radiowae through the overdense plasma (Gangul) and Gordon,). Proper understanding of the processes are lacking
although this has a profound implication in the application of space borne systems.

Beat frequenc- txcitation and periodic modulation of the electric field generate whistler and Alfver mode
waves. These could er several instabilities in the magnetosphere and there are evidences that auroral particle
precipitation is enhai due to similar triggering. The auroral situation also offer exciting opportunity of studying
field aligned electric field effects. Cornwall and Vesecky (1984)4 critically reviewed the generation of Ej, by non
MilD effects such as kinetic Alfven waves and anomalous resistvity as well as phenomena expected from E. These
inlude beam driven instabilities such as electrostatic ion cyclotron or ion acoustic waves which can cause trapping
of upward moving bomb generated plasma, as well as precipitation intothe ionosphere of naturally occurring energe-
tic plasma. The field aligned electric field and currents are known to be associated with ion acceleration.

VLF waves injected into the magnetosphere from Siple Station, Antarctica was amplified py 30 db or more
and triggered intense emissions with bandwidths extending up to several hundred Hz (Helliwell s, 1983). This was
possibly produced by a feedback interaction between the waves and counterstreaming cyclotron resonant electrons
in the magnetosphere. Possibilities produced by whilstler type mode or Alfvenic modes and associated electron
preipitation can potentially trigger a critically unstable magnetosphere and precipitate a large scale magnetic
storm. (See Fig. 4 and 5)
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Figure - 4.

Large acceleration of electron population by magnetic mirroring in the magnetosphere could result. Ducts
produced during the ionospheric modification favour radiowave propagation over long distances in the magneto-
sphere. Around the world propagation and reflection from conjugate points have been reported.

D and E REGION PROCESSES

AURORAL ELECTRON b
POLAR CEP PROTON EVENTS
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EMISSIONS

U1VF CON 'U U'r/V

WAVE CONDUCTIVITY MODULATIONPRAGTO
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TRIGGERING OF .

MAGNETIC STORM

Figure - 5. Ionospheric modification by natural processes and wave injection experiment.
Also note the feedback loop connection magnetic storm generation & auroralelezctron events.

It is apparent that a proper understanding of the wave-plasma interaction would require a range of diagno-
stics covering a wide spectrum of scale sizes and a considerable amount of effort.

2A. D- AND E-REGION HEATING - TEMPERATURE AND CHEMISTRY CHANGES

Holway and Meltz 6 and Tomko et al!7 predicted large increases in electron temperature in the D- and E-

regions when irradiated by a high-power high-frequency radiowave. Shlyuger e reported the temperature rises by
a factor of 20 to 40. Absorption increases of 25 to 30 db have been reported and there have been suggestions

of a saturation effect. The time constants for these heating processes vary from tens of microseconds in the lower
D-region to several milliseconds in the E-region. If the enhanced temperature is maintianed for a considrable
period, ion concentrations, (both positive and negative) as well as the electron number densities, would possibly
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be altered 2' 7 . Suggestions of complex changes involving Ne and Te have been observed at Platteville using radio-wave absorption as a diagnostic9 and also during Soviet heating experiments. During a preliminary experimentat Arecibo, the HF heater was cycled on/off every 10 secs and the diagnostics signals were used at several frequen-cies adjacent to the heater frequency of 5.1 MHz (Figure 6). Strong evidence of density changes in the lowerionosphere was obtained. Similar investigations regarding time scales for these heater-induced changes and theirrelative amounts would be invaluable in our understanding of the lower ionospheric processes. The disassociativerecombination rates for 02+ and NO+ are reasonable well known to decrease with increasing Ye as Te7-k with K0.5 to 0.6. Thus increased electron densities are predicted with increase in Te. There has been no experimentalevidence to support the density increase. Only indications suggest a decrease in density.
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EVERY 10 SECS. DATE: 07/06/81, TIME 1506 AST.

Figure - 6.

The lower ionosphere is further complicated by the presence of negative ions. Dependences of the perturbeddensities in elevated Te can be predicted using the temperature dependences in the chemistry code. However,most of these rates and their temperature dependences are highly uncertain and significance improvements canbe made using ionospheric observation" . Such studies will be aimed towards demonstrating the capabilities ofour current understanding of lower ionospheric chemistry and predict therefrom the situations that could resultduring Beta Patch or Artificial Ionization Patch generation. This will help to estimate the threshold and mainten-ance power requirements for artificial layer formation.

2B. STRIATIONS, CAVITONS, INSTABILITIES

In the F-region, density perturbations are produced by the striction or radiation pressure forces and alsoby the thermal forces. Evidence for the formation of quasiperiodic irregularities in electron density due to thepresence of a powerful HF wave reflection in the ionosphere has been presented by Belikovich et al (1977)".A sketch describing the relevant processes is shown in Figure 7.

The thermal forces act in creating density perturbations and irregularities with a much larger scale length.The first direct evidence of the thermal self-focussing effect was observed at Arecibo by Duncan and Behnke 12(1982). Recent observations by Duncan indicate large density perturbations amounting to about 50% or so andsuggestions have been made that "thermal cavitions" 1 were generated. Vertical extent of these patches couldbe several hundred km. Both theoretical and experimental studies are needed to understand the formation of theseirregularities. Experiments have revealed a Iov ering of the electron density in the wave reflection region, a shiftof the reflection point " and a decrease %of xie density in the region of the F-layer maximum piercing a "hole"through the ionosphere "% Severe focusing and defocusing of radio wave beams can take place.
Recent observations show the presence of cavitons and plasma bubbles and suggest the formation of solitons.Plasma inside these large plasma bubbles or cavitions are known to move with acoustic or ion thermal velocities.Several plasma instabilities can result near the boundaries of these large scale density perturbations. These cavitonshave been known to trap several plasma oscillations inside them and suggestions of soliton like characteristics

have been reported.

Understanding of the plasma instabilities arc crucial to any wave-plasma interaction. The wealth of plasmainstabilities excited in the ionospheric modification could be studied for advancing our knowledge in these areas.A thermal instability or thermal caviton or ionospheric blob can be easily produced by heating. The ExB instability
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operates mostly around the edge of the plasma blobs, the thermal instability could structure the ionospheric irregul-
arities throughout the region of plasma enhancements.

SCENARIO OF IONOSPHERIC MODIFICATION IN THE F-REGION
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Formation of spread F induced by the H.F. heater was observed during the early experiments at Plateville.
Although it has been believed that the spread F occurs as a manifestation of thermal self focussing a proper
theoretical understanding or a thorough experimental observation has never been attempted. During some preli-
minary observations at Arecibo, we did not find any evidence for the formation of spread-F at Arecibo. Occasional
occurences take place when the fOF2 -f HF and when the F-layer is at lower altitude.

H.F. diagnostic experiments at Arecibo also failed to show any evidence of Wide Band Absorption. Figure 8
shows the amplitude and phase perturbations produced by the H.F. heater. No significant changes are observed
in the level of probing signals when the H.F. heater is turned on. However, there are strong amplitude and phase
fluctuation produced by the heater induced formation of irregularities. By using several diagnostic frequencies
around the heater frequency, we could determine the vertical extent of these large scale irregularities.

Irregularities can be diagnosed by using several other interesting H.F. probing techniques. These include
sky map and high resolution spectral observation. The scattering from the artificial irregularities (with scale sizes
of the order of first Frenel zone) shows a doppler broadening of 1 8 Hz (Fig. 9). This wou!d indicate the scattering
region moving away with speeds near the acoustic speed. When the reflection takes place in the Es region, a large
scattered field (20-30 db below the main signal) is often observed.

7 I

I $ I %,

" ,,5 o.,,,

Figure - 9. Spectrum of the reflected signal from the ionosphere. Vertical scale is 80 db.
Horizontal scale is 50 Hz centered at the heater frequency of 5.1 MHz.

Use of pulse and cw sounding at several frequencies around the heater frequency is a very powerful diagno-
stic. Our experiences at Arecibo have shown strong promise for this technique and further studies are suggested
towards obtaining data on striated plasma structure and understanding the role of various instabilities, cavitons,
solitons and their roles on HF-UHF systems.

One of the most important of the plasma instabilities e.g. the parametric instability wd, f:t discovered
it Arecibol s . This manifests itself as a strong plasma line at a frequency which is offset from the radar frequency
by almost equal to the H.F. frequency. Inspite of significent developments being made in understanding these
plasma processes our knowledge is still almost in a state of flux. Recent observations by Ganguly show that these
instabilities are generated from a few localized centers near the region of reflection of the H.F. signal. Typically,
the affected region is less then 1 Km. in extent.

2C. NONLINEAR MIXING PROCESSES

When the ionosphere is illuminated with two strong HF signals, nonlinear mixing processes can take place
near the region of reflection. The first direct experimental evidence of such processes occurring in ionospheric
plasma have been presented . The experiments were performed at Arecibo, where the HF ionospheric modifier
was split to operate as two pure isolated and indepenedent pumps over the frequency range of 3-8 MHz and the
frequency oifference between the two pumps was varied between a fraction of a Hz and several kHz. The purity
of the transmitted signals was always ensured. Strong nonlinear effects were observed when the frequency dif-
ference was several Hz.

Specifically, the HF signal from the ionosphere contained sidebands which were multiples of the difference
A f) between the two pumping frequencies. The first sidebands were typically 20-40 db below the pump signal

(see Figure 10). The strengths of the first sidebands increased, when the difference (A f) between the two pumping
frequencies decreased. Below about 5-10 Hz, the power in the first sidebands varied almost in f-n fashion, with
n between I and 2. The power in the sidebands was also a strong nonlinear function of the incident pump field
strength, showing the presence of a threshold. It is suggested that studies of such nonlinear mixing process (17,18)
would be valuable both for diagnostic and practical usage of ionospheric plasma.

With high spectral resolution it is often possible to identify multiple hops of the main cw signal. The indivi-
dual peaks are separated by small doppler shifts, which may be as low as 0.1 Hz. We also measure the attenuation
for the first hop 3-7 db larger than the subsequent hops. This is the nonlinear absorption which depends on the
incident field and our results demonstrate the importance of precise frequency matching for this energy to be
mode coupled to stable plasma waves.
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Figure - 10. Spectrum of the signal received at Arecibo. The frequency difference
between the two pumps-was 10 Hz.

2D. ULF-VLF GENERATION

The nonlinear process could also generate the beat frequency itself. Several processes exist. These are

a) Modulation of ambient ionospheric currents

b) Ponderomotive force effects

c) Dynamo effects.

Generation of ULF-VLF waves is a subject of topical research". There are strong suggestions that modula-
tion of ambient currents give rise to VLF-ELF signals. Proper experiments need to be performed for the ULF
band.

3. STRONG HEATING

With the advent of very high power microwave sources such as gyrotron or free electron lasers, GW levels
of power can be generated. This creates a situation where hard interactions might be utilized as suggested by
Ganguly and Gordon for beat wave acceleration or for microwave breakdown suggested by Gurevich .

Artificial breakdown suggested by Gurevich' and original by Bailey (1937) has recently been the subject
of some interest. With large enough power densities the air will breakdown. The technology of developing proper
antenna feed system to handle the necessary power density needs to be developed.

The artificial Ionized layer however may not be able to support useful radio ware propagation. This is be-
cause of the diffuse boundary of the layer and the trem 'Ndous losses associated with such a boundary in a highly
collisional regime. Thus instead of an ionized mirror it will turn out to be an absorber. Prediction of the power
requirement for the creation of artificial layers would also require a better understanding of the ionizing processes
in the presence of several minor constitutents. As the ambient electrons are heated, some of them (in the tail
of the distribution) will start ionization by collision. To be effective, the rate of ionization must be larger then
the predominent losses e.g. the attachment and consequent formation of negative ions. Unfortunately our under-
standing of the negative ion chemistry of the ambient D-region is in a state of flux and further studies are needed
regarding the formation and detachment of the negative ions. Both in the presence and absence of sunlight.

Our current knowledge about ionospheric processes needs to be properly and critically assessed before we
can understand the complex forces that would be responsible in affecting tne artificial ionized layer. The relevant
forces include turbulence, drift, diffusion, motion of various sorts, inhomogeneties in both horizontal and vertical
dimensions and furthermore the complex chemistry of both the positive and negative ions.

Several other possible uses of the very high power radio waves have been suggested. These include

a) Directing Radio Waves.

By artificial ionization and scatterers one could produce new paths for radio waves. By varying
the frequency and angle of the modifying beam, shaped reflecting or scattering region could be pro-
duced. Some of these potential uses are
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a. OTH Radar
b. Covert communication
c. ELOS communication
d. Setting up unattainable communication or radar links.

b. Create Scintillation & Scattering

Irregularities, localized patches, density perturbations and plasma oscillations degrade communi-
cation channels. Scale size of km to cm are involved. All the radio frequencies will be affected
to some degree. Effects at HF, VHF, UHF and S-band have been observed. For the UHF and S-band
the plasma oscillations with wavelengths of cm or so produce strong Bragg scattering.

Space borne radars are strongly affected by scattered signal from these irregularities and
plasma fluctuations. These would appear as strong clutter with large doppler shifts. The heated plasma
could have speeds comparable to the sound speed. By directing the modifier wave injection angle
one could produce a shield against space Radars. Even weak backscattered signal is significant because
of the large beamwidth of space radars. Because the motion of the irregularities can be up to kms,
MTI technique will not be able to resolve the clutter (See Figure 11).

SHIELD AGAINST SPACE RADAR

RX

SCATTERERS PRODUCED

Figure - 11.

c). The energised plasma could create optical and I.R. emissions to blind the space based sensors. If
sufficiently energised they might initiate a lighting bolt effect from the ionosphere.

d) Control of irregularities (both generation and suppression) and triggering of magnetic storm would
allow a similar control over the HF/VHF propagation channels. The affected parameters are attenu-
ation, fading and loss of coherency.

4. CONCLUSION

The existing ionospheric modification facilities both in U.S.A. and in U.S.S.R. do not produce any significant
effect in the practical communication system. To be effective, the oblique "heating" must be utilised. We in U.S.A.
have not observed significent manifestations of oblique heating. With the vertical heating, the ionosphere overhead
the heater can be perturbed to some extent. For a communication system, the irregularities with the size of
a Fresnel size are generally of significence. Thus scintillations of a few percent can be produced for VHF-UHF
band transionospheric signals. This applies for both the amplitude and phase. For H.F. signals the worst case fading
of some 20-30 dB might be introduced with overhead heater. Although there his been no quantitative measurement,
it is believed that attenuation can be increased by some 20 dB or so both with vertical and oblique heating.

When the technology for GW power heating becomes available, we do expect some interesting changes.
However, it is believed that more detailed knowledge about specific areas )f the ambient ionosphere is desirable
before we can start understanding the behavior of the disturbed ionosphere. This is particularly evident in the
lower ionosphere and in the wave plasma interaction studies in the F-region.

It must be realized that the subject of ionospheric modification is almost in an embryonic state and does
not allow conclusive inferences to be drawn as to the potential applications of the techniques for C ' and related
systems. For one, the facilities needed to create useful ionospheric modification with the present day technology
do not appear to be transportable. Development of microwave facilities would require technology improvement
in feed design. The impact of such systems on the various aspects of C3 need to be judiciously evaluated by respon-
sible radio scientists.
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DISCUSSION

K.C. YEH

Are there calculations that show the power density required in the ionosphere

in order to enhance the ionization density to such an extent so as to shield

a ground based radar ?

AUTHOR'S REPLY

Yes. GUREVICH published the power densities needed to create and maintain

air breakdown. Generally, with enough power one can create ionization up

to the frequency of the disturbing or ionizing source. Thus with S-band

heating ionization is possible that could reflect or absorb frequencies up

to S-band.

Specific applications in relation to reflecting the radar waves from such

an artificial layer are being looked into by AFGL, ARCO and SAIC.

D.J. FANG

I like to follow-up Prof. K.C. YEH's question. If the strong ionization by

heating is to be created at a height of about go to 50 km, then the diffusion,

all kinds of diffusion, would kill it quickly. What is the time scale of

damping ?

And is it worthwhile to create an ionization by an order of Giga-Watt power

for only a short period of time ?

AUTHOR'S REPLY

With sustained heating the ionization could be maintained. But the ionization

will diffuse and thus create heavy attenuation for radio waves passing

through the region. Thus instead of a mirror it will be an absorber. AFGL

thinks it will get a mirror.
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HF SPREAD SPECrRUM, AN AUDIT OF THE POWER REQUIREMENTS AND LPI VnULNERABILITY

C S den Brinker
Redifon Ltd
Newton Road

Crawley
West Sussex RH 10 2TU

England

SUMMARY

Electronic Counter Measures and the response to ECM has been widely introduced in frequency ',ands
other than HF. The unique characteristics of HF generate a different set of problems. Ir tnis
overview, the normal hygienic measures that can be adopted for communication are reviewed. Force
fitting of trends in spectral occupancy has revealed that the power penalty to be pak. for low error
rate frequency hopping could be prohibitive. The arguments used here may shed new light on the
differing views taken with respect to the VHF band, where the choice of location could influence the
efficacy assessment. Parallel diversity over a restricted bandwidth appears to offer a low
probability of intercept in the case of dense occupancy and thus negate the njed for excessive
frequency hopping powers.

1 Introduction

For some years now the communication industry as well as the Military Establishments have been
active in evaluating different Electronic Warfare communication systems. Widely differing views
are taken of the efficacy of such systems, surprisingly this even applies in cases where
transmissions are limited by propagation laws such as are encountered in the VHF and UHF bands.

The High Frequency band by its very nature produces a far more complex set of problems:

a) Skywave propagation means that the transmission range is significantly greater than line of
sight and hence the spectral occupancy is greater.

b) The Bandwidth of HF is greater than those encountered in the VHF and UHF bands and moreover
the physical laws governing propagation vary considerably across the band.

Because of this, any discussion about the approach to Electronic Warfare (EW) in the HF band
should be two pronged. The first and obviously the most significant aspect evolves around
operational needs for communications; ie are we primarily concerned with strategic or tactical
communications? In the case of VHF and UHF, unless these frequency bands are part of a satellite
system, the attainable range (line of sight) fairly puts their usage in the tactical category.

HF could offer both strategic and tactical communications as either skywaves or groundwaves. In
fact the groundwaves range at the lower end of the HF band offers a greater reach than either VHF
or UHF.

The second leg of the two pronged argument is entirely concerned with the physical constraints
imposed when using HF. And here, as will be also shown, the arguments yet again bifurcate. Is
it Anti-Jam (AJ) that should dominate our thoughts or it is Low Probability of Intercept or
Exploitation (LPI/LPE)? AJ may well have an LPE feature implicit in its nature, but as will be
shown later in this paper, it is apparent in HF that one cannot have it both ways.

Therefore, in order to bring some order into the reasoning with regard to physical limitations,
it is important that one first considers the common features to which both AJ and LPI will be
subjected, and then separately the specifics that could apply to either. It is the intention in
this paper to bring some logic to bear on what might otherwise turn into a rather chaotic
discussion. To start with we must consider the boundaries of the operational logic as this
covers the approach that the users would really wish to pursue if all other considerations were
to be equal. At the same time it is assumed that LPE due to specific platform signatures can be
ignored as not being part of this treatise's argument.

2 Operational Considerations in Terms of the Physical Ervironment

If one assumes that the primary requiremant of any communication system is to convey
intelligence, then the possibility and worry that an adversary might achieve any sort of
advantage by listening in on a conversation must take second place. The widespread use of
Cryptcgraphy implies that an adversary does not have immediate access to the type of intelligence
that is being conveyed, he is therefore mainly limited in his exploitation to the location and
discernment of the nature of the platforms from which any communication emanates. Ideally, we
wish to reduce the limited probability of exploitation, while still securing good link
reliability.

To set the scene for the subsequent reasoning, some well established truisms must first of all be
revisited. The methodology for reducing the probability of exploitation is by no means clear
cut. It is only fair to state that groundwaves intercepts tends in general, to provide better
results to an interceptor than skywaves. Ignoring such effects as for example the diffraction at
the sea to land coastal interface, one can say that for groundwaves, bearings tend to be more
accurate and propagation distortion is avoided. But LPE is never assured and resorting to
skywave transmissions per se, merely increases the difficulty for an adversary. It is also self-
evident that the further away from any communication link that an nterceptor is forced to work,
the more difficult that exploitation becomes. Thus the choice of frequency and hence the skip
distance will play an important role in lowering the probability of exploitation, particularly so
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as a consequence of skywave selection, the skip distance will or can also preclude members of a
task force from access to the general interchange of data. In other words, the complement of the
truism that any transmission is bound to be vulnerable to interception is also true. Denial of
access to an adversary by employing physical phenomena such as skip distance also denies access
to friendly users caught in these denied areas. All of these discussions are self evident, but
they do lead towards a conclusion that the choice of frequencies, groundwaves versus skywaves,
etc, are essentially those for specific operational conditions. It is only in the case where
extremely high data or chip rates are concerned, that groundwave transmission is indicated,
unless single frequency adaptive modems are to be employed. But the latter cannot easily be
employed in a networked situation as the idiosyncrasies of each of the skywave paths are likely
to be unique for each of the network connections.

Thus far it appears that few choices are available to anyone in the search for an LPE advantage.
This pi..ture changes rapidly when we add interference into the picture. It is interference which
offers the mechansim for hiding transmissions.

3 Operational Considerations in Terms of Interface

Communications can be interfered with deliberately as in the case of ECM, or accidentally by
legitimate users of the spectrum. Indeed Gott et all have demonstrated that the latter form is a
major effect in the HF spectrum. (Refs 1 and 2).

Since World War II power levels of transmission seem to have crept up to where we now employ
power levels that correspond to some 10 Joules per Baud over major theatres of operation. In
other words the cocktail party syndrome, where people gradually increase their audio power level
until the reliance on directional diversity dominates, is also prevalent in the HF spectrum.
System designers must recognise this fact in that omnidirectional transmission links are no
longer subject to common sources of noise such as atmospherics, but rather they are likely to be
subjected to interference where the sources will tend to favour one side of a link more than
another. In the northern hemisphere, for example, atmospheric noise or remnants of the
thunderstorms which originate in the tropical land masses, produce a noise plateau which appears
to be more or less common to all the participants. The origins of interfering transmissions
cannot be treated as such. To illustrate this, a rather extreme case will be used. Ignoring at
this stage the EW methodologies that could be employed, one can describe a typical fleet landing
task. Probably the most precarious situation that arises occurs at the time of command handover
from the senior officer of the fleet to this Army/Marine counterpart. At this time, the task
force position may be as indicated in Figure 1. The landing fleet is crucially dependent on
receiving unequivocable orders (Rx). These are likely to derive from say, a Flagship which is
positioned behind the landing task force (Tx). If, as illustrated in Figure 1, the distances are
2 : 1, then if a ezastal interferer (deliberate or otherwise) manages to create a situation where
the Flagship needs to increase its power significantly, (to be effective vis a vis the Landing
Fleet), then a potential interceptor has attained a significantly improved advantage
geographically. In this simplisti,. case, it is assumed that the received power from the
'interceptor' at least equals the initial power received from the Flagship. It is also
implicitly taken that the inverse power law of path attentuation will prevail in this situation.
The resultant geometrical relationships need not be expounded on here as they are the classical
case of the 'Circle of Appollonius'. Similar picturec can be derived for, say, a Battle Fleet in
transit. Here too, the directionality of the transmission paths plays an important role, but
more so, the dispersal of platforms add yet another dimension. For example, a Flagship in the
middle of a communication-active cluster is subject to greater interference than say, a far off
platform which may be on picket duty. The transmission power demanded from the picket platform
will be dictated by the noisy cluster containing the command platform and this may make the the
picket platform more vulnerable to counter EW measures. In the final analysis, the decision of
risk must be an operational one, ie, how vulnerable is the command structure without the
intelligence derived from the picket position?

Precise in situ, mechanical analysis is not possibie nor is it in the opinion of the author
necessary. One cannot precisely analyse the effect of mutual interference within a vast fleet,
particularly as the situation is a dynamic one. There aze some operational alternatives which
will be discussed later on.

It is at this stage important to have some measure of the dynamics that can occur in a real
situation and this is a subject to be dealt with next.

Reciprocity Versus Interference

A danger exists in believing that the reciprocal behaviour of any one transmission path could in
any way imply identical conditions for both participants. This was recognised by Redifon and as
a result of an unsolicited proposal to the Royal Navy, the RN through ARE, carried out some
trials with a demonstrator system in which the power -as adjusted 'on demand' by a simple
revertive protocol. (Reference 3).

The trial was carried out on land, its range was relatively short at some 300km. Even at this
short range, the diversity of power demand between the notional slave and master station was far
greater and dynamically variable than was expected, ie the maxium range in favour of the master
was 48 dB and the maximum range in favour of the slave was some 24 dB. Thus the total dynamic
range experienced was some 72 dB. All of the experiments were carried out with a block repeat
system, such that the traffic plus the repeat overhead would be restricted to the order of 1.35
times the primary traffic.
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The experimental results were limited in terms of time, diurnal and seasonal variations.
Nevertheless the wide dynamic range experienced is in itself sufficiently indicative of the
considerable variations that can occur in the stochastic environment of the HF spectrum.

Last but not least, it may be worth quoting that on average, local interference conditions tended
to persist typically for some 14 minutes at more or less constant levels.

With this indication of the dynamics of local variability it is worth to review the behaviour of
channel occupancy as reported by Gott et al, without the concern of the actual power reference.

5 Channel Occupancy

Probably the best reference sources of channel occupancy information are those provided by Gott
et al (Ref I and 2), and these will be referred to in the following discussions. In both the
references, measurements performed in 1981 and 1982, a cursory glance at the tabulated results
show that there is an orderly trend in the behaviour of channel occupancy in spite of a
pronounced scatter. It is this trend which one may wish to discern, as it is indicative of the
overall occupancy versus power relationship.

Using the results of the 1982 observations and starting at 3 MHz, (while precluding the broadcast
channels), the figures provided were subjected to a forced fitting exercise and the outcome of
this is shown in Figure 2. Initially all the results were gathered in classes of some 5%, ie 90
- 95%, 85 - 90% occupancy and then their trends in terms of 10dB increases were grouped. Because
of the uncertainty of channel occupancy versus atmospheric noise as noted by Gott et al the class
of 95 - 100% occupancy was also ignored.

It must be appreciated that for the purposes of this exercise, the values as presented by Gott
were only used to discern dynamic trends. Detailed behaviour versus bandwidth as presented by
Moulsley (Ref 4) further endorses that the dynamic trends remain the same for differing
bandwidths, only the absolute values alter. The conclusions being that over a restricted
bandwidth interference can be treated as quasi-Gaussian. This proposition is further supported,
although indirectly, by the practical results reported at the same conference in a paper by D D
McRae and F A Perkins. In their final set of curves, they relate power versus power distribution
for different Baud rates and the 50% or mid point exhibits more or less a constant Joules per
Baud relationship.

Thus if we were to consider a frequency hopping system, where it may not be possible to
selectively predict the occupancy state of all the channels to be used, the cocktail party
syndrome could demand a very high power price to achieve an error rate of say only a few percent.
The unpredictability of channel occupancy on either side of a link was discussed earlier,
resulting from a variability of some 72 dB. Consequently, minimising the probability of error
rate to 2%, will require power levels in the hopping range where the transmitter on average
becomes visible to anyone by some 10 dB in 98% - or by some 40 dB in well over half (84%) of
potentially used channels, at a range equivalent to the 'legitimate' receiver, more so of course
if the interceptor is even closer and less if he is further away. This is by no means a
satisfactory scenario. Further forced fitting exercises also reveal that bandwidth reduction
make very little difference in this power versus occupancy relationship until the bandwidth is
reduced to 300 Hz and below, but even here, the apparent improvement (based on limited data) is
that only 0.14 of channels remain occupied for 10 dB increase in power.

Although the previous numerical example is self-explanatory, it is of value to provide a range of
worked data as shown in Table 1. The higher tolerable error rates would be permissible if some
form of error correction is included in the communications protocol.

Table I

% Visibility of Channels to Interceptor
@ Power Level above Background

Error Rate (%) 1OdB 20dB 30dB 40dB 50dB

1 99 98 96 92 84

2 98 96 92 84 64

3 97 94 88 76 52

4 96 92 84 68 36

5 95 90 80 60 20

6 94 88 76 52 4

Although Table I is only an arithmetic extension of the previous example, it illustrates
graphically the potential vulnerability of a hopping system to interception. Consider, for
example, the last line. If the link can tolerate a 6% intrinsic error rate, which is probable
the norm in case of a simple error detection system, then provided the interceptor has the
physical capacity, he could discern some 52% of the hopped signals even if he is geographically
disadvantaged by the equivalent distance of 40 dB. Any LPE advantage that a hopper offers in the
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HF band, appears to be one of physical resources needed to intercept, ie, the investment
differential between the communication and interception.

More than anything else, these examples show that the normal variability of power .evels in the
channels would put an HF AJ hopping system at a clear LPE disadvantage as against a system where
the background noise level is truly Gaussian and hence more or less uniform, or for that matter
non-orthogonal.

This problem, although specifically acute in the HF band, would equally apply to VHF close to the
FEBA. Indeed in Middle Europe, where potential adversaries use an identical band of frequencies,
the problem is further complicated by congestion. In the case of HF, the 'status of conflict'
has yet a further effect on this syndrome. In an all out conflict large numbers of civil
transmitters would be off the air, although during the transition period between peace and war
one might expect that HF activity would be even higher than during peace time. These above
examples illustrate that a potential interceptor may be quite successful in his exploitation at
distances considerably greater than those dictated by the error rates that are intrinsically
tolerable to the communicators. It must not be forgotten either that the interceptor may yet
have at least a further 10 dB advantage in his location techniques as he is likely to employ some
form of directional technology which would eliminate the effect of other 'interferers'.

Last but by no means least, we must consider the implications of the scatter illustrated in
Figure 2.

At low level error rates, the direct relationship between blocking channels and potential errors,
as shown in Table 1, is wholly justified. At higher levels of error, or in effect lower power
blocking levels, the situation is not the same. For a start, blocking power levels are not
evenly distributed. Also it is normal for AJ systems to have channel bandwidths well in excess
of communication bandwidths. Thus if each one of the hopped channels is significantly wider than
a normal communication channel, it is likely that every so often several high levels will occur
within one hopped channel. Consequently, we are likely to experience significantly more
pronounced low level occupancy bunching. Indeed the min max scatter of Figure 2 confirms this.

To cater for this, we would need to introduce a statistical relationship, which in a simplified

form states that the yield of good data chips is likely to be:

Yield = exp (-n/N)

where n is the number of error producing channels
N is the number of hopping channels

As stated before this modification applies to situations where the dimensions of error or fault
sources are significantly smaller than the operating dimensions.

The implications of this modification are not particularly helpful to the error rate
considerations for a frequency hopping communication link. However, as Figure 2 would indicate,
they have a profound effect on the interceptor, in fact they could considerably improve his
changes of exploitation.

If a suspected hopper is operational, an interceptor could indeed pay particular attention to
those channels which appear to him to be free from high level sources of interference.

The first conclusions that can be drawn from the above, somewhat convoluted, arguments are:

1 Any hopping system that relies on power levels only, to reduce the error rate of
communications to acceptable levels, will be vulnerable to exploitation.

2 Using the dynamic power versus occupancy results, the indications are that for good LPE, the
tolerance to potential causes of error may have to be in the order of 25%

3 The variability, both in terms of locality and dynamics indicate that some form of automatic
power management structure is highly desirable.

4 Any error correcting technque ideally should not occur at the cost of an excessive overhead
in transmission time.

These issues will be reviewed in the subsequent sections.

6 Diversity Considerations

Significant improvements have been achieved in power containment using diversity. Wilkinson
described such a system (Ref 6) and Chapman discussed the results in terms of a morse comparison
(Ref 7). The demonstrator, which was developed by Redifon, employs multiple tone and time
diversity schemes, but was limited to a single speech channel. According to Skaug (Ref 8), wider
bandwidths can yield a consistently better performance, as is shown in Figure 3, which was
derived from Ref 8. If howeveV, the sporadic nature of the middle cuive can be ignored and
provided that the mid operating frequency lies well below the MUF, then limited BW diversity may
be sufficiently efficacious to consider for a hopped system.

The additional BW required may have to be considered in terms of the windowing function. Figure
4, illustrates the difference in dynamic signal range that is achievable moving from a non
windowed to a windowed situation. The dynamic range of the actual discernable signal changes
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from some 25 dB to nearly 60 dB. In terms of the windowing BW however, to achieve the latter

results this BW may have to be an order greater than the chip rate. Thus a serial system having
a Baud rate of 75 would require a windowing BW of 750 Hz if one chip per Baud were to be used.

Parallel diversity has not received the attention that it deserves. This may be largely due to

the peak to mean ratio which also does not favour parallel modems where the system may be limited

by peak power considerations. It is however, possible to design a tone structure where the peak

to mean ratio is contained. For example the equation:

V = sin (2,- f1 t) + sin ( 2irf 2 t) - sin (2-rf 3 t)

could be used to limit the minima and maxima.

Within a speech channel for example, the following results could be obtained for a 75 Baud
system:

Table 2

Marks Spaces

Tone 1 740 225

Tone 2 1725 1275

Tone 3 2700 2325

Minima -2.234 -2.229

Maxima +2.231 +2,229

Probably better structures can be obtained but the above is only used as an example of an
approach. Structures such as these can now be considered, since Silicon Digital Signal
Processing Technology is coning of age and hence the complexity is no longer an insurmountable
problem.

Windowing each individual tone would permit us to employ diversity without too great a price
having to be paid in terms of' increased interference from the effective increase in BW in a
hopping system. The real complexity does arrive when we consider the assessment of the quality
of the individual channels.

Considerable differences by probably up to 6 dB are attainable by moving from a simple switch and
examining scheme towards and an equal gain and maximal ratio protocol for this.

A three tone pair may not be quite adequate for a 25% occupancy situation is as shown in Figure
5. A four tone pair system would also avoid the regular problem of 2 out of 3 choices arising
(Ref 10). In the latter case, the uncertainty of the mean remains problematic. Moreover, if the
purpose of the exercise is to harden the system against deliberate jamming, then the introduction
of time diversity (in which each parallel chip carries, say three different symbols related in
time) may be indicated.

SUMMARY CONCLUSIONS

In an environment where potential interferers occupy orthogonal channels for relatively prolonged
periods, diversity can yield a better result than a mere resort to increased power to obtain a good
communication link.

Our previous discussions have shown that reducing the occupancy level from 30% to 4% would require a
power increase of 41 dB. The three tone diversity scheme which can achieve the same would increase
the mean power by approximately 5 dB. The average net gain in choosing the latter approach is
significant. This becomes even more significant if one considers what the jammer is required to
muster in terms of his resources.

It cannot be stressed enough that if the initial response to a jammer is to hop, then having been
discovered and earmarked, one should not be pushed into responding by having to reply in such a
fashion that one's presence will be known to an even greater potential audience than was encountered
prior to the jamming situation. This indeed was the starting point described in our first figure.

Implicit in diversity system is the option to assess the quality of reception prior to decryption and
this Is an operational advantage which cannot be ignored, particularly as it also allows the use of
automatic emission control thus also enhancing the LPI/LPE quality.
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Summary
Depending on the symbol rate and on the particular channel conditions, mobile radio

communications can be affected by fast fading, by selective fading or by both of them. In order to
determine when each effect should be considered, the performance of PSK and MSK with coherent
detection is theoretically evaluated in the presence of a fast and selective fading channel. A numerical
method of analysis is derived for a Gaussian Wide Sense Stationary Uncorrelated Scattering channel,
taking into account the phase recovery error induced by the degraded channel. Results are presented for
cases of practical interest. It appears that for some severe channel conditions, none of the fast and
selective fading can be neglected.

Introduction

Radiomobile communications can be affected on one hand, due to the mobile movement, by fast
fading (the channel is time varying) and on the other hand, due to the multipath phenomenon, by
selective fading (the channel is frequency selective).

Depending on the symbol rate, one or the other of these two phenomena can be neglected while
the other dominates.

Consequently the performance evaluation of these communications usually adopt either the
assumption of a fast fading only [1-31 or the assumption of a selective fading only [6-8]. Countermeasures
are different in both cases. For instance differential or non-coherent detection performs better in fast
fading while selective fading can require the use of adaptive equalization. Thus it is usefull to know,
for a given channel and system, what is the effective context between the "good" slow and flat
idealization, and the difficult fast and selective situation.

To this end we propose in this paper an analysis which can apply to a communication
simultaneously affected by fast and selective fading. We assume a WSSUS channel characterised by its
complete scattering function. Two kinds of modulation are analysed: the PSK modulation (2-PSK and 4-
PSK) and the MSK modulation. In both case, signals are coherently detected.

System features and impairements taken into account include:
- the presence of any equipment filters at emitter and receiver,
- a PLL carrier recovery device disturbed by the fading channel,
- a possibly highly selective channel: many intersymbols interference (ISI) coefficients are

taken into account.

1. The channel

The Gaussian WSSUS channel is characterised by the correlation function S of its varying
impulse response. Let s(t,') be the channel impulse response at time t.

< s(t,' s*(t',) > = S(t-t',,r) 8(,C-,0'

The function S and the more usual scattering function are related by a single Fourier transform
on the variable t.

2. The signals

For the linear analysed modulations, the complex envelope of the emitted signal e(t) can be
expressed
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e(t) = Ck p(t-kT)

where the symbols ck and the pulse shape p(t) depend on the modulation used and on the equipment
filters. For binary, resp. quaternary, PSK modulation, symbols will take the values ck=±l, resp. Ck=±l+j,
while p(t) will be i bandpass filtered rectangular pulse of duration T. The MSK modulation can be
defined by ck=±(j)k and p(t) = Rect10o sin(ict/2T).

The emitted signal is successi-rely filtered by the time varying channel and by the receiver
filter (impulse response q(t)). The receiver bases its decision on a sample at time t, of the resulting signal
r(t) corrupted by thermal noise.

r(t) = [ I Ck f p(t-r-kT) s(t,-t) dt I * q(t) + n(t)
k

r(ts) = Ck ff q(ti-t) p(t-'T-kT) s(tj) dt dc + n,
k

c.ho + Ckh + n
k

3. Error probability evaluation

The simple r(t,) clearly includes an ISI term. Since the channel is Gaussian, the coefficients hk

are jointly Gaussian random variables. The correlation between these coefficients can be derived:

<Ihol> = a2

R= <Nhk*>/<hoho*>

= l/a2 fff q(t,-t) q*(t,-t') p(t--iT) p*(t'-,-kT) S(t-t't) dr dt dt'

An error free carrier recovery device would ideally determine the phase of ho, and consequenly
minimize the error probability. An error on the estimated phase of hodegrades the performance of the
decision device by rotating the decision regions in the complex plane.

In order to evaluate the symbol error probability let us fix h0 and consider the ISI term
conditionally to ho. From properties of jointly Gaussian variables it can be stated that the mean value of
ISI is

m < Eckhk h>
k

= X-,cr ohO
k

It is noticeable that this mean value has a form similar to the ISI term in a fixed channel
condition (deterministic coefficients).

The standard deviation of the interference can also be derived

0d=24 < I E'ckhk-m12  I h.>
k

= a2 C U *

with Ct=(...c. 2,1 ,cO,c,c 2,...) and where U is a matrix given by

Utk =Rkk - RLO Rko*

Rigorously this standard deviation depends on the symbol sequence (ck). However we observed
by simulation that this dependance is weak and that (;s, is almost constant. Morover it can be easily
overbounded. The normalized vector C which maximizes CUC* is the eigenvector V of U corresponding
to the highest eigenvalue. Consequently al takes its maximum value am for the sequence Ck=sign(vk), for
binary PSK, and ck=(l+j) sign(vk) for quaternary PSK ( Vk are the component of the eigenvector V ). In



30-3

the case of the M'iK modulation, two submatrix can be extracted from U on which a similar derivation
holds.

Consequently r(t) an be rewritten as

r(t) = h. (c. + l ckRko) + nLa + n
k

where n1s, is a Gaussian variable of approximate variance am
The receiver uses the estimated phase T of hoand derives a decision concerning the real part of

co, from the sign of Re(r(t,) exp(-jqp)). Let AT be the error on this phase estimation. Assuming Re(c0)=1,
the b t error probability can be written

Pe = Pr{ c ) cos Ap + [ co O sin Ap + Xa ck ') (Rk cos AT - Rk sin AT)
k

ck1 (Rj') sin AT + Rk. ) cos + nq < 0 }

where X(c)=Re(X) and X(O=Im(X).
The noise term

N = Re( (n + n,) exp(-jqp) / Ih. )
is a random variable, ratio of a gaussian to a rayleigh variable. Its distribution function is

f(x) = 1/2 (1 + x/(x2 + q ) 2 )

G, ( O,% + 'Uni) / a2

The error probability presented in that way is that of a symbol corrupted by an interference
term (with fixed coefficients and thus a simple characteristic function) and by an equivalent noise term
n. with a known distnbution function. A computation technique previously proposed precisely apply to
that case [9-101 and thus complete the error rate evaluation for a given phase recovery error.

4. Phase recovery error

In a fast fading environment and for a coherent detection, phase error in carrier recovery can be
an important source of disturbance. While the incidence of noise on I'LL devices was widely studied, few
works were devoted to the operation of a PLL when the input signal is corrupted by fast fading.

Consequently, rather than theoretical results, we used the experimental data proposed by T.
Fitch [11] and we derived, using a polynomial regression method, the following formula for the phase
error distribution function.

f(T) = (0.0 5 /(p+0. 05))-11  (1+20T/K) / (1+20q)

with K = 0.04 B/fd and for B/fd > 10

where B is the loop filter bandwidth.
This expression is in good agreement with the curves presented in [111 for a damping factor of

one.
In order to evaluate the average error rate, taking into account the phase error distribution, we

used the previously described derivation for sampled fixed phase errors and we realized a numerical
integration, it should be noticed that the method is rigorously valid only if the phase error distribution
is not dependant on the particular random channel.

5. Numerical results

The error probabilities of 2-PSK, 4-PSK and MSK were calculated using the method derived in
the previous sections. The channel correlation function used correspond to an exponential delay
distribution with random uniform rays incidence angle.

S(t,r) = k. J. (2n fdt) exp(-r/t0 )
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The filter loop bandwidth B, which is an important system parameter, is systematically
adjusted to the twentieth part of the symbol rate (B= 1/20T). For PSK modulation, emitter and receiver
equivalent filters are identical, and their combination gives a cosine rolloff pulse shape with rolloff
factor ct- 0 3 . The MSK signal is filtered only at receiver by a fourth order equalized butterwoi th filter
with a 3 dB excess bandwidth of 20%.

The dependance of the error rate on a fixed phase error (not considering the fluctuations of the
phase error) is first presented in figures 1 and 2.

The following figures present the minimum signal to noise ratio necessary to attain an error
rate of 10.2, varying the delay spread to characterizing the selectivity, and the doppler frequency fd
characterizing the fast fading rate. The phase error distribution and six adjacent interfering symbols are
taken into account.

The first observation concerns the sharp edges of these figures: a small variation of the symbol
rate can lead to a very different sensitivity to fast or selective fading. Secondly it is noticeable that a
range of symbol rate generally exists for which the channel can be considered ideally flat and slow.
However an essential observation is that in some severe but not unrealistic channel conditions, and for
some intermediary symbol rates, none of the fast and selective fading can be neglected.
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Figure 1 Bit error rate shown as a function of a fixed phase recovery error, for different signal to
noise ratio, in a fast and selective fading channel (BPSK modulation, 'T.=2 Its, D=15kb/s,
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DISCUSSION

G. OSSEWAARDE
In your graph (figure 5) you have taken the BER criterion at 10-2.

Is the behaviour different for other BER's (e.g. 10- 3) ?
The graph shows a fast increase of threshold SNR for the different values

of Z .
Is there a "physical" explanation for this ?

AUTHOR'S REPLY
The graphs depend of course of the BER chosen, but the general behaviour do

not, as it can be seen on the following figure computed in the same condition

as figure 5 but with a BER criterion 10-3 .
The fast increase of threashold SNR with the bit rate is due to the existence
of a so-called "irreducible error rate". Once this error rate overpass the

BER criterion the threshold SNR becomes infinite.
The dependance of the bit rate limit with Zo follows as expected a law of

the form BERlimit . o = constant.

50.0. -

45.0.

35.0

*00
0 I0.0 1 , , ,. .. .. .

IO ******** '*.. .. a'li0
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D.J. FANG
I understand the assumption of your paper that synchronization and carrier
locking are always achieved. May I ask the errors of 450 or bigger as inves-
tigated in the paper can indeed be synchronized by a standard PLL (Phase-Locked

-Loop) in the first place. Can you tell me the state-of-the-art PLL
for HF circuits in terms of maxima carrier locking phase error in degree.

AUTHOR'S REPLY
I am not a specialist of HF circuits but I hope the following will answer

the question. Your oral question mentioned the fact that PLL on satellite

links loose synchronization for phase error far less than 451.
Actually PLL on satellite links faces noise. The design constraints and
caracteristics of a PLL when facing noise and those in the presence of a
strong signal but with a varying channel are very different. That's probably

the reason why Fitch [Ref. 11] can measure non negligeable probability density
of phase error for values as large as 80 degrees and with a synchronized PLL.

A PLL able to follow a rapidly varying channel will recover such a phase
error while for a PLL designed to resist to noise, and in the presence of

that noise, a much lower phase error is the sign of an insufficient SNR

and of a probable loose of synchronization.
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E7DXERIMENTAJL!I UAISON NUMERIOUE RADIOMOBTIE
A ETALEMENT DE SPECTRE EN SITE URBAIN

G. EL ZEIN, M. SALEHUDIN, A. DANIEL, J.J. BA!, J. CITERNE.

Labaratoire "Stuctures rayonnantes"

UA au CNRS N* 834, NSA 35043 RENNES CEDEX

RESUME

Coe communication concerrbe ld6tude et la rt~alisation d'une liaison mnmrique radiomabile 'a 910 MHz, utilisant I'&talement de spectre
par sequence diiectc. La misc cin merT do cette liaison eat faite salt en tant quo systame de communication 'a 6talement de spectre, soit
en tarn quo syst~me de mesure employant r~talement paur tine caract6risatian fine du canal radiomabile urbain.

Les inesures de perfornanies effectu6es en laboratoireo nt r6v6 tin bon accord th6orie experience et ant mis; en 6vjdence diff~rents
avantages de 1etalement de spectre. Les mesures de propagation effectudes stir la liaison r~elle ant montrd d'tine part, lea, variations
spatiales et temporelles sur l'enveloppe du signal re'yu et d'autre part, les fluctuations instantan~es de la r6ponse irrpulsionnelle du
canal de transmission.

Ces niesures pernettront d'abuutir 'a une moddlisation statistique du canal do transmission et 'a l'amr~lioration do la qualit6 de ]a liaison
par la diversit6 des multitrajets.

Lea nouv'eaux sysri~mes num~riques, dea5tin& a tx communications iadiomobiles civiles oti militaircs, sont appclds 'a fonictlonner dana
un environnemont do plus enl plus hostile cerrune 1est, par exemple, tin site urbanisd. Danas cette situation, le canal do transmission
acquiert tin caractare do nan-stationnarit6 et dvolue rapidement dana l'eapace tcrnps-fr~quence [1].

Danas un syst~me do (communication 'a dialernent do spectre, la bande passante du r~cepteur eat en g~n6ral suffisammont large pour
couvrir l'inverse do la diff~rence entre los deux plus courtes dur~es caractdristiques do la propagation. 11 cat done possible do
discrnmmer lea dtff~xenas trajeLs, de 14 propagation. D4s lors, plut~t quo do consid6rer lea r6flexions multiples comrne tine nuisance, il
devient possible, en pnn~~ipe, do tirer profit do leur prdsence pour tenter d'arn6fiorer la qualit do la liaison, 'a partir du concept do
diversit6 [2].

Cc, aruilo pr(~aenLO uric liaison radiamobile 'a 6talement do spectre rdalisdo 'a 910 MHz-. Lea prerni~rs mesures cffew.u6es sum table ant
porte sur I dvaluauon des pemfurmnantes du syst~meoen prdsecmc do diversos perturbations. Ensuito, la liaison r&lle cat misc en wuvrc
en vuo do cat acteriser Ic canal radiomobilo urbain. Darts ce cas, les mosures do propagation effectudes, ant port6 stir l'tudc du
phdnamne des trajets multiples.

2. PRESENTATION DE LA LTAISON:

2 .1. Lomm :

Le prinm.pc du modulatcur uilis ant, la s&.juenc dirett eat simple, il s'agit d'additiomner modulo 2 l'information binaire 'a un Lode
pseudo aldatoire a) ant tin d~bit numn&ique (Re- . lI/) beaucoup plus important quo ccltii du message 'a transmettre (Rm 1/I'm).
Ensuite, iI cat proc&16 gdn6ralcment 'a tine modulation 'a ddplacements do phase [3] .

Lea donn6es v6hiculdcs sont 'a baa ddbjt (Rm 7,2 Kbit/s). Un codago direct par sdluenco pseudo aldatoire (Re 10 Mbitls) 'a
loingucur ma.imale eat introduit avant do r6aiseT tine modulation 'a deux 6tats do phase (M.D.P.2) 'ala fr&qucn;.e intermddiaime (Fu
70 MHz).

En r&cption, pour 0~irninet l'eftct de Uthacmcnt, le Jimodulateur doit assurer LriO synhroisatiori parfaite entre Ilewde revu et on
Lode gdn&6r localemcnt, identique aui premier. Uno fois Ic d~codage effectu6, on proc~c 'a tine d6modulation classique M.D.P.2.

En .e +ui .unicmre l'op~tation do synuonisation, elie eat rdalisde en doux temps. Daboid, l'acquisitiun do ]a synklurhisatn eat
ubtenue on faisant glisser, bit par bit, le code local par rapport ati code ie~u. Si Ia tension ddtect&~ 'a Ia sortie du Lordlatoeir eat
inif~ricar aui niveati du scuil, Ic prutessus do re,,herche contiut. Sinori, cc pro.easus s~arr6te pour cnL1enrcxLlui do la pukisuite enl
mettant en uruvre tine buu;.e 'A ven..iAlage do retard. Dana cc eas, le signal reru eat wrrdl6 avc. dotix versions, l'une av anmde Ila utre
ictard6c d'ur demi bit, du Lo gdndrd localemcnt. Ceote bouclIe r6agit donc. on distrimi.tateut avan,.e retard .- ia maintrnirl le
di~phasage entre los codes nul et corriger ainsi des 6carts 6ventuels do syrichronisme.r

AraIddae medndulatir ch~e M.D.2 ca fet& aru~an do Ia poreso eat rdalisde gri a Ztin bu.Ie
'a'nu ~ g o ph as . a o b e m do frd u n ~e P r a re o st ttiond m e s g bi ar, e'M m le signal J Im u du I6 Oat r ms elk
fmepis &hanilln ai un do , hologo ~ p~& Un oaedoacprtaaroiioutraet mn.' nairet 'ala repion pent do Iever 1ambigtiti Stir Ia phae de Ia poretse ricupdrtc.

2.2. Le sous-ensemble-radiofr~qauence:

band f~entesF g6ndralemcnt ti~lisdes dana los systbines r&ents do adioconununilLions avei.. lea niubilea so situcnt vcrs Ie htut de. 1i
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Un schema synoptique de la liaison radiomobile r6alisde est montr6 sur la figure 1. C'cst ine liaison unflat~rale entre une base
d'6mission fixe situde au laboratoire L.C.S.T h HANS.A de Rennes et un r6ccpteur mobil e.

Le signal issu du modulateur est transpos6 4 la fr~iuence d'~nission (RF =910 MHz). Un 6tage asuplificateur de puissance permet
d'obtenir 1 Watt h la sortie de l'6metteur. L'antenne d'6mission est port6e par un pyl~ne de 43 mn de hauteur. Elie est
ormidirectionnelle at pr6scnte un gain Ge=9 dfli, avec un angle douverture verticale de 7,50*

A la rdccption, l'antenne est verticale onuiidircctionnelle avec: un gain Gr--3 d~i. Elie est placfic au centre du toit du mobile h 2,5 mn du
sol. Le signal re~u est ramen6 h la fr~quence interm~liaire avant d'dzre appliqu6 h lentr&e du d~modulateur.

3. .EVALUATION DES PfERiORMANCES D2U SYSTEME:-

Le taux d'erreur constitue un indicateur pr~cis de la qualit6 de la transmission. 11 a tout d'abord 6t6 mnesur6 en presence de bruit blanc
puis avec un broujilleur sinusoifdal ou moduI6 A spectre t6tal6 n'utilisant pas Ic mime codle et enfmn en pr6sence de trajets multiples.

3.1. Taux d'eur en pr~sence de bruit blanc:

Ces mesures sont effectu~es avec: le montage de la figure 2. Le rapport signal h bruit de la liaison est modifi6 en changeant
I'att~nuation plac6c dans la chaie de bruit. L~a mesure de ce rapport est faite apr~s le filtre de r~ception prddant le d~modulateur.

Le taux d'erreur a 6t6 mesur6 avec et sans 6talcment de spectre, le contr6le automatiquc du gain 6tant hors service. Les r~sultats sont
repr~sentds graphiquement sur la figure 3 par des traits continus. Pour situer ]es performances obtenues, ales sont confront~es la
courbe de ]a probabilit6 d'erreur th6oriquc de la ddmodulation coh~rente M.D.P.2. ( Codage-D~codage par Transition ).

On constate que pour un taux d'erreur de 10-5, Ia ddgradation du rapport (E/No) par rapport k la thdorie est 6gale 1 dB sans
6talement, caus~e essentiellement par ]c filtrage de prdtection (Bin = 9 1(1-I). Avec l'6talement, il apparait une ddgradation
suppldmentaire de 1.2 dB, due principalement au filtrage de r~ception (Bc = 12 MHz) et ht ]a gigue de synchronisation.

Apr~ts V'introduction dt! sous-ensemble radiofr~quence, ces mesures ont &6 refaites stir table. Dans cc cas, le bruit blanc est inject6 At
1entrdc du r6ceptcur. Les r6sultats obtenus sont montr~s en tirets sur la figure 3 et font apparaitre, pour un taux d'erreur de 10-5, unc
dt~gradation de 0,7 dB par rapport aux courbes; obtenucs pour le modemn seul, avec et sans 6taicment.

Cette d6gradation est due essentiellement aux distorsions apportdcs par l'ttage amplificateur de puissance (conversion AM-PM,
variation du gain).

3.2. Taux derrcur en nr!Lence de brouillcu~ sinusoidal:

Le brouilleur pur est injcct6 At la place du bruit blanc (fig.2). Las performances sont mesurdes en foniction du rapport signal ii
brouilleur (SIJ)dB3 et de la frdqucnce ccntralc du brouillcur (Fj)Nnfz.

Les rdsultats montrds sur la figure 4 font apparaitre un brouillage plus efficace Iorsquc cclui-ci as, ccntr6 sur Fj = Fo ± Rm ,
conformdmcnt ht la thdorie [4] . D'autrc part, lorsquc Fj = Pa, Ie syst~tme peut maintenir la synchronisation pour des rapports (S/l)
supdricurs ht - 20 dB.

3.3. Taux-dcrreur en rdscnce de broiiillcur large bande:

Le brouilleur utilis6 est un modulateur It spectre dtald. Le code C2 utilMs pour le brouillcur a le m~me ddbit (10 M bits/s) et la m~me
longucur (2 047 bits) que lc code du signal utile Cl ([2,1 1]), mais se distingue par son polyn6mc gdndratcur ([2,5,8,111).

Le taux d'errcur est relevd en fonction du rapport (SIJ)dB. Lc rdsultat est montr6 sur la figure 5. Le syst~me peut donc maintenir la
synchronisation pour des rapports (S/i) supdricurs At -24 dB.

3.4. Taux d'errcur en prdsencc dc traints multiples;:

Pour pouvoir tester Ic comportement du systame face aux trajets multiples, tin simulateur de canal radiomobile ht large bande a 6t6
r~ais6S [5]. Cc simifatcur permet de reproduire en laboratoire tin canal de RICE It neuf rayons (un trajet direct et huit trajet rdfldchis)
avec un retard maximal de 10 irs.

Le montage de mesure utilisd est montr6 sur Ia figure 6. La taux derrcur a dt6 mesur6 en prdscncc d'un trajet direct caractdrisd par un
facteur d'attdnuation 110 et de cinq trajets rdfldchis: (N =5) ayant la mime puissance relative ( )Q = 0.4 ). Les rdsultats sont portds
stir Ia figure 7 cn foniction de (E/No)dB et du paranittr yo2. Ils sont confrontds aux courbes thdoriqucs obtenues d'apr4t [6] et
permettent de constater un bon accord tlidorie-expdriencc .

4. MESIIRES DE PROPAGAION RADIOMOB ZE

Pour les mesures de propagation, la liaison radiomnobile rdalisde (Emetteur fixe - Rdcepteur mobile) est misc en muvre. Ces mesures
sont cffcctudcs en deux parties :

- mesures en bande 6troite,
- mesures It large bandc.
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4.1. Mesures en bande 6troite:

Lecs mesures en bande 6troite (porteuse pure) permettent la description des variations spatiales et temporelles du signal re~u Ii petite et
grande 6chelle [.]

En particuhier, la puissance moyenne du signal requ en milieu urbain est relev6e en fonction de la distance 6metteur-r~cepteur. Les
rd-sultats exp6runentaux sont montrds en pointil16 sur la figure 8 et font apparaltre une d6croissance suivant d-3.2. On peut constater
6galement que, pour un milieu suburbain (d < 2,5 K(m), ces; valeurs s'approchent plus du rmod~1e th6orique de pr~diction ddvclopp6
par EGLI [8]. Lorsque le ricepteur est situ6 en zone urbaine, les r~sultats tendent vers le mod'le d' OKUMURA - HATA [19].

Ensuite, des fluctuations rapides, rdguli'eement espac~s de X12, sont observges sur le niveau du signal requ en foniction de la vitesse
du mobile (Fig.9).

4.2.Mesures ii large bande:

Les mesures A large bande permettent de d~terminer la r6ponse impulsionnelle instantande du canal de transmidssion. Ainsi, trois

techniques ont 6t6 mises en ceuvre.

La premi~re consiste h~ 6mettre un train d'impulsions de 100 ns avec une pdriode de 10 ps, et h ddtecter 1'enveloppe dui signal re~u.
Pour les deux autres techniques, basdes sur le principe de corrdlation, le signal 6mis est in code pseudo-aldatoire avec un ddbit
mndrique de 10 Mbitls. La longueur dii code est de 2047 bits lorsqu'on utilise un corrdlateur discret propos6 par COX 110]. Dans le
cas oii in corrdlateur & ondes acoustiques de surface est introduit, Ia longueur du code est de 127 bits. Dans ces trois mdthodcs, les
mesures sont effectudes avec une largeur de bande d'environ 10 MHz, ce qui permet de discriminer des trajets diffdrents de 30 mn ou
plus.

La figure 10 montre une rdponse inpulsionnelle obtenue par l'dmission d'impulsions daris un site urbain moddr6. Un exemple de
quatre profiles, rclevds aver: le corrdlateur de COX a des intervalles rdguliers de 10 cm, est montrd sur la figure 11. Ces profiles sont
reprtsentatifs de la reception dans un terrain plat, en prdsence de quelqucs, rdflexions spdculaircs arrivanit au voisinage dui mobile. Dans
ces conditions, de fortes variations spatiales, peuvent apparaitre sur les trajets multiples [11]. La figure 12 reprdsente un profile obtenu
avec lc correlateur A ondes de surface ct fait apparaitre une rdflexion avec un retard d'environ 10 ps. Cette valeur correspond au retard
maximal observe sur les trajets lors de nos caxnpagnes de mesures et sezible prdvisible pour un site en zone non montagneuse [12]

5. CONCLUSION:

Ce papier a concern6 la prdsentation d'une liaison nunidrique radiomobile h t dement de spectre par sdquence directe. Cette liaison a
tte expdrimcnt&c pour la transmission de donndcs numdriqucs kt bas tdbit. Easuite, elle a 6td misc en ceuvre pour effectuer des mesures
dc propagation en milieu urbain.

L evaluation des performances dui syst~me est effectude en considdrant div erses perturbations pouv ant affecter la liaison rdclla.
I) autre part, I application de modeles de prddiction de la propagation radiomobile est faite en tenant compte de la nature hostile dui
canal de transmission urbair. Les mesures de performances et de propagation rdalisdcs permettent de constater que le syst~me actuel
constitue aussi bien un syst~rnc de communication performant qu'un syst~nme de mesure pr~cis.

De nombreuses campagncs de mesures serunt ndcessaires pour aboutir ht unc moddlisation statistique compl~e dui canal urbain.
Lamnelioration de la qualitdde la liaison sera ensuite cnvisagde grave i des techniques de divcrsit6 de r~ception, notamment celles qui
utilisent la sdlection ou la combinaison des trajets multiples.
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DISCUSSION

R.M. HARRIS

Pouvez-vous dire quelque chose au sujet du contr6le automatique de l'ampli-

ficateur du r~cepteur ?

Y avait-il deux boucles ou une boucle ?

Comment se comporterait-il en pr~sence du brouillage ?

AUTHOR'S REPLY

Le contr6le automatique du gain (C.A.G.) est rdalis6 en FI par une boucle

oi la rdaction est la puissance d~tectde du signal requ. Pour amnliorer les

performances du C.A.G. en presence de brouilleurs, le point de d6tection

a dt6 plac6 apr6s l'op6ration de dds4talement. La dynamique ainsi obtenue

est de !'ordre de 45dB et le temps de r~ponse est de l'ordre de 100Ps.

R.W. LORENZ

You have compared very nicely the different methods for wide-band measurements

in mobile radio. However the methods presented are restricted to 10ps and

12,7 ys, respectively for delay lengths. In mountainous terrain, especially

at lower frequencies, longer delays are likely to occur.

Did you consider measurement systems to obtain results in mountainous terrain ?

AUTHOR'S REPLY

Lors de la propagation radiomobile dans des r4gions montagaeuses, il est

possible de relever quelquefois des trajets multiples avec des retards qui

d4passent 12,7,us. Dans ce cas, le corr6lateur A ondes de surface utilis6

dans notre syst~me ne peut plus servir pour effectuer les mesures. Par contre,

les deux autres techniques, qui consistent a utiliser le corr4lateur discret

de COX ou A 6mettre des impulsions, peuvent ttre mises en oeuvre & condition

d'augmenter la fengtre d'observation.

U. SEIER

1 - What kind of modulation is used by the realized transmission system ?

2 - How do you explain the characteristic behaviour of the described spread

spectrum system in case of a CW-jammer (figure 4 in preprint) ? Why is

the system rather sensitive for jammer-frequencies equal to Fo + -, but
Tm

less sensitive (about 4-5dB) for a jammer-frejuency equal to Fo, although

the CW-jammer is spreaded over a wide bandwith in the receiver ?

AUTHOR'S REPLY

1 - La modulation utilis6e dans notre syst~me est la modulation A deux 6tats

de phase B.P.S.K. associde A un codage-d~codage par transition.

2 - Lorsque le rapport G/L est proche de 1'unitd, (G dcant le gain de traitement

et L la longueur du code pseudo-aldatoire), comme c'est le cas dans notre

application, l'influence du brouilleur n'est pas maximale pour Fj = Fo.

En effet, en examinant la densjtd spectrale de puisance de l'interfdrence

apras 6talement illustr~e par la figure 1, il est simple de constater que,

pour Fj = Fo et (G/L) 1, seule la raie centr~e sur Fo de puissance (b/L )

va contribuer au brouillage de l'information utile. Si par contre,

Fj = Fo + (b/Tm), cette puissance devient pratiquement L fois plus

importante [(L+I)/L 2 =I/L].
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SUMMARY

The Norwegian army has taken a very close look at the advantages
in integrating weapon control systems, general CCIS and tactical
communication. All these services are provided by the
communication area system TADKOM consisting of a nodal trunk part
and a mobile radio part. The concept laid down for TADKOM is
based on the idea of a unified system with decentralized net-
control and where voice and data are integrated into one system.
This paper will present the mobil radio part of TADKOM and
concentrate on what is identified as the most critical design
issues.

1 INTRODUCTION

Tactical communication shall support the operational units in the
field and must therefore reflect the strategy of the forces. A
flexible threat reaction demands very mobile units which may be
spread over a large geographic area. Placement and
reconfigurations of communication units should not delay or
limit the manouvrability of the forces to be served. If the
forces shall operate under a centralized management and at the
same time retain their mobility, this will put heavy demands on
the communication system. The demands will be in the form of
security, survivability and protection against electronic
warfare.

The increasing use of mobile and data-supported units will lead
to an increased use of electronic equipment on the battlefield
and increased operational dependance on radio communication. The
increased use of radiocommunication will in turn lead to an
increased physical and electronic threat against these
radiosystems. To withstand this threat an extensive use of
autonomous communication systems being protected against
electronic countermeasures are required.

The Norwegian army has taken a very close look at the advantages
in integrating weapon control systems, general CCIS and tactical
communication. The integration is resulting from the wish to see
the communication demands for existing and future CCIS systems
closely connected to tactical communication which anyway must be
established within the brigade and division areas. The
integration also reflects a wish to optimize the CCIS services by
providing a communication system which can be given high
efficiency, good coverage and with simple access to a large
number of users spread around in the brigade area.

Both Norwegian and international user inquiries have revealed an
increasing need for data services. There are two major reasons
for this:

- the need to economize with a scarce frequency resource. The
frequency use can be reduced by orders of magnitude if voice
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is replaced by data. Userwise quantifying and describing kind

of messages of objective nature are well suited for data
messages

- a large part of messages exchanged in CCIS and communication
systems are generated and terminated in some form of
data hardware.

However the same inquiries also show that the need for the
subjective form of voice communication will be needed for a long
time in the future. It is obvious advantages both of technical
and economical nature in integrating these services in one
communication system.

Early in the 70's, NDRE with support from the Army, carried out
study regarding a tactical communication system for the Army post
1980. The study outlined a communication concept which had a
number of interesting features regarding mobility, distribution
and capacity. The study was carried further in the Army's own
organisations and in the Norwegian industry and resulted in the
tactical area system TADKOM.

A simplified outline of the system is shown in Figure 1. TADKOM
is based on digital modulation which offers voice and line
switched or packet switched datasevices. TADKOM makes up the
backbone in a communication system for the field army at brigade
and division level. TADKOM and its different components will as
far as possible and as long as it is cost-effective also serve
the subunits within a brigade and division.

The trunk system is based on digital switched connected by line
of sight radio relay circuitry. Between the switches the traffic
is routed so that it is possible to obtain a minimum of blocking
of messages. This concept also assures good survivability in the
case of physical or electronic dropout of switches, or radio
relays at one or more nodes.

Already at an early stage in the development of TADKOM, it became
obvious that a number of users would require mobile radio access
to the sytem. In 1984/85 several user related studies were
carried out, and the Army initiated an activity to clarify the
possibilities for harmonizing the concept for the mobile radio
access and the user requirements emerging from the studies. The
Army now expected that the mobile radio access to TADKOM would be
used as:

- mobile access for mobile subscribers in the area system
TADKOM. As subscribers, one is here thinking of the
traditional command and control functions with voice and data
requirements as well as firecontrolsystems with high demands
wrt reliability and capacity of data transmissions

- as replacement for conventional combat net radios, especially
for users which do have or will develope a need for data
transmission.

The concept laid down for TADKOM is based on the idea of a
unified system where voice and data are integrated into one
system, and where fire control and future CCIS are seen as part
of the tactical communication system. The major demands on the
mobile radio access system are:
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Considerable resistance to Electronic Warfare
integrated Voice/Data facilities
Decentralized net-control (Autonomy)
Packet switching of data traffic

The bitrate for datatransmission is 2.4 kbit/sec., which means
that we have a very limited capacity on the radiochannel. The
overall network topology is therefore divided into subnetworks,
each with a preassigned frequency within the VHF band. Hence the
traffic loads on each subnetwork is at a level so that the
throughput/delay characteristics meet the capacity requirements.
This subnetwork strategy makes it possible to allocate users with
related application traffic to one dedicated frequency.

Each of the packet radio subnets (PR-subnets) are connected to
the trunk part of the tactical communication area network TADKOM
through a radio access point (RAX). The TADKOM trunk network must
therefore have a geographical structure that covers most of the
brigade area. As shown in Figure 2 we see that each of the PR-
subnetworks cover a certain dedicated area of the brigade, and in
connection with the trunk network all the PR-subnetworks will
together give a complete coverage of the brigade area. It is
important to note that many of these subnetworks will
geographically overlap since the generated traffic might require
more capacity than one subnetwork can provide in the same area.

All nodes are allocated in a specified subnetwork depending on
their application interests which will reduce the need for inter
subnetwork communication (communication between subnetworks).

In performing inter subnetwork communication the RAX is
responsible for finding a route to the destination address. The
RAX must therefore have a global routing capability, see Figure
3. This Figure illustrates the relaying function between two
subnetworks which are connected to the same RAX. This relaying
will also be possible when the two subnetworks are connected to
different RAX'es.

This paper is going to discuss three topics of the packet radio
network:

- the first chapter presents the subnetwork services. An
important design objective is to be able to connect a standard
X.25 terminal to the network. Some problems of using X.25 in
inherent connectionless type of application have been
identified. The necessary changes in X.25 to circumvent these
problems are highlighted in this chapter

- the second chapber introduces the network functions which is
needed for packet forwarding within a network. Some details
regarding the routing table structure and the distribution of
routing information is presented

- the third chapter discusses the medium access protocol in some
detail. A special emphasis on the capture effect is made. The
channel capacity is evaluated based on simulations done for
the Carrier Sense Multiple Access (CSMA) protocol,

2 SUBNETWORK SERVICES

A major design objective for the mobile radio system is to make
possible an attachment of standard X.25 terminals, Figure 4. Even
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inherent connectionless type of applications, such as e.g.
radar/weapon control systems, shall apply X.25. Problems related
to the use of X.25 in connection with weapon control systems in a
narrow-band PR-network have been identified. To circumvent these
problems, some deviations from the X.25 are made. These
deviations consist in making restriction in the way a Data
Terminal Equipment (DTE) may use the "X.25 Fast Select with
Restriction on Response" and on the Data Circuit-Terminating
Equipment (DCE) operation. The recasted service is named Reduced
X.25 Fast Select with Restriction on Response (Reduced X.25 FS
w/RR).

2.1 Reduced X.25 FS w/RR

The reduced X.25 FS w/RR allows a call request packet to contain
a call user data field up to 128 octets. This call user data
field is transferred to the called DTE by the intra network layer
protocols without end-to-end (DCE-to-DCE) control. The call user
data may be lost or duplicated, and a sequence of X.25 FS w/RR
with call user data may be received out-of- sequence; all without
notification to the DTEs. After a time L the DCE issues an X.25
clear indication packet containing no user data and the DTE shall
respond with an X.25 DTE clear confirmation. Figure 5 to 7 shows
the time-sequence diagrams for the Reduced X.25 FS w/RR. The
receipt of an X.25 clear indication FS w/RR shall only be
interpreted to have local significance i.e. the call user data
may or may not be delivered to the called DTE.

When a DTE receives an X.25 incoming call packet with FS w/RR it
shall immediately issue an X.25 disconnect request on the same
logical channel number. This packet will be stopped at the local
DCE and not conveyed to the calling DTE by the intra network
layer protocols.

In summary, the reduced X.25 FS w/RR has the following
restrictions compared with the CCITT/X.25 FS w/RR:

- the receipt of the clear indication has only local
significance

- a called DTE may never include called user data in the
clear request packet

2.2 Enhancements to X.25 (1984)

Certain facilities not specified by CCITT are required to fulfil
military requirements. The non-standard facilities have been
specified such that they place no constraints on DTEs not making
use of the facilities. Some services (e.g. fixed priority) can be
agreed for a period of time. In such cases the services do not
require any non-standard call handling. The following non-
standard services are provided:

- Precedence and Pre-emption

- Maximum Lifetime

- Semi-Broadcast
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Precedence and Pre-emption

Priority

Priority is an essential service in the PR-network, and all
traffic is to be marked with priority. There are 4 levels of
priority (0 - 3), zero indicating the lowest priority. The
priority mechanism is used in both call setup and traffic
handling. Call attempts with high priority are processed before
call attempts with lower priority. If there are no available
channels for setting up a logical connection, an existing
connection with the lowest priority is disconnected, provided
that a connection with lower priority than the new call exist.
Both subscribers involved are informed about the reason for the
disconnection. This is done in the Clearing Cause and the
Diagnostic code fields.

Selection and Indication of priority

As an optional user facility it is possible to select priority
for virtual calls. A maximum limit of priority must be agreed
upon in advance. From then on the selection of priority occurs on
a per call basis using the service field in the X.25 call request
packet.

Maximum Lifetime

As an optional user facility it is possible to select lifetime on
a per call basis. The lifetime denotes the maximum time a packet
may live in the network. It is possible to set the maximum
lifetime to a maximum of 60 seconds with a resolution of 200 ms.
If the DTE does not set a lifetime value the network will add a
default value agreed upon in advance (i.e. at the subscription
time).

To be able to provide X.25 VCs without corruption, every packet
must be enforced a maximum lifetime at the intra network level.
By allowing a DTE to select this value on a per call basis (or
per "data packet" basis in conjunction with Reduced X.25 FS
w/RR), network capacity is saved by discarding (i.e. no more
store-and-forward operations are performed) packets that are too
old to be usable for the application (DTE). Further, by including
the remaining lifetime in an X.25 incoming call packet, DTEs have
a mechanism to measure the network transit delay, which is needed
by some applications, e.g. such as radar/weapon control systems.

Semi-Broadcast

In a PR-network where the network topology constitutes a complete
graph (i.e. every pair of nodes is adjacent) a broadcast facility
may be implemented without the need to introduce additional
network functions. Generally, the network topology does not
constitute a complete graph and the broadcast protocol needed in
such a case does not only introduce additional complexity, but
also uses too much bandwidth in a narrow-band PR-network. For
these reasons only a semi-broadcast facility (i.e. a packet
transmitted on the radio channel is only received by nodes one
hop away) is implemented.

Packets transmitted as semi-broadcast packets are conveyed by
means of the Reduced FS w/RR at the DTE/DCE interface (Semi-
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broadcast can not be used in case of standard X.25 VCs!). The
semi-broadcast facility is requested by setting a dedicated
called DTE address in the X.25 call request packet. A packet
conveyed by X.25 FS w/RR is identified as semi-broadcast by the
special called DTE address value in the X.25 incoming call
packet. The calling DTE address field shall, as usual, contain
the address of the DTE that issued the packet.

At the intra network level no acknowledgement/retransmission
procedure is applied on semi-broadcast packets.

3 A DISTRIBUTED ROUTING ALGORITHM

The global network topology has a hierarchical routing strategy
with two levels. The lowest level is the local distributed routing
within the scope of one single PR-subnetwork. The highest level is
the global routing algorithm which is necessary to perform
communication between subnetworks.

The routing strategy presented in this paper will only discuss the
routing algorithm which handles the intra network communication
(the communication within a subnet-work).

Figure 8 shows 7 nodes and their connectivity. Each node has an
local address which is unique within the subnetwork. The network
communication is based on packet switching which means that all
messages are zransmitted as one or several packets depending on
the length of the message. All packets must have address
information in the PCI (Protocol Control Information) field which
specifies the destination address and the address of the next hop
on the route. Hence, one of the advantages of packet switching is
that all packets are individually routed through the network. Once
a packet has been transmitted from a node, the same node is free
to be used for relaying by other nodes. This saves a lot of
channel capacity and results in a greater flexibility than circuit
switching.

To get from the source address A to the destination address G
there exist three route alternatives as shown in Figure 8. To
determine the best route alternative it is necessary to know the
link quality and the number of radio hops between the source and
the destination nodes. The establishment of routing information
and the selection of the most optimum path between two nodes are
two of the important functions in a distributed routing algorithm.

The fact that node A makes all the decisions in the route
selection procedure is the main philosophy of the distributed
routing strategy. Node A must have all routing information
necessary in its own routing tables to be able to make the best
route selection.

3.1 Address assiqnment

All nodes in the network have a unique global address which is
preassigned (TADKOM address). This address would use too much PCI
space and contains redundant address information for subnetwork
(local) communication. This suggests that a mapping from a global
to a local subnetwork address is necessary. The length of the
local address which is used in the routing tables is important for
the dimensions of these tables and the PROP (Packet Radio
Organization Packets) packets that distribute the address
information.
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The global subscriber address consist of a 4 digit TAD"OM number
(2 bytes long) . The subscriber address is unique within its own
division. However, this address is not used directly in the
forwarding algorithm when finding the next hop address from the
routing table. The forwarding within a subnetwork require only a
local address which is unique for that particular subnetwork. The
data element used for local addressing is called a node number
which is one byte long. The 7 LSB's of the node number is the
local address and the MSB makes it possible to distinguish between
a management packet and an application packet.

The size of the node number means that there are 127 local
addresses available in a subnetwork. Each node must have a table
that contains the mapping between the global subscriber address
and the local node address. The mapping is performed during the
establishment procedure and is valid for a node's lifetime in the
network. The mapping of each subscriber address to the local
address must be distributed to all nodes in the subnetwork. For
further details, see the section on distribution of routing
information.

Figure 9 shows how the global and local addresses are organized in
the packet header. Both the source and the destination end
addresses are global subscriber addresses of two bytes each. This
is necessary in the case where the destination node is deployed in
an other subnetwork. The RAX must know the global subscriber
address to be able to forward the packet to its final destination.

The link source and the link destination fields in Figure 9 are
used for local forwarding purposes. These fields contain local
addresses which is specified link by link. The link destination
address is the next hop on the route towards the final
destination. This address as well as the link source address are
therefore going to change as the packet traverses the route.

Figure 10 shows how the mapping of the three subscriber end
addresses are mapped into the local node addresses. A packet from
node D to F will have a destination end address End-C. The source
node D must fetch the local node address corresponding to End-C
from its mapping table and then find the link destination address
in its routing table, which in this case will be node E. The same
procedure must be performed once more when the packet reaches node
E to establish the correct address fields in the packet.

The signalling in the establishment procedure, which is necessary
for the address assignment, is to be determined.

3.2 The manaaement functions of an established subnetwork

The nature of the application traffic in our PR-subnetwork will in
general have a burstly characteristics. High priority application
traffic requiring the full capacity of the network, will in
general only last a few minutes. This means that in between the
heavy traffic loads there are long time intervals which are
available for maintaining the network.

3.2.1 Routing table structure

The general routing updating procedure shall ideally develop a
complete routing table for each node in the network. This table
will only hold addresses which are local to the subnetwork. When a
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node transmits a packet with a global destination address, it must
request the RAX to forward the packet to the final destination.

One of the important functions in the routing algorithm is to
select the most optimum route from the source node to the
destination node. This selection is made on the basis of the
information contained in the routing table. Each route has its own
set of data elements that go into the route selection algorithm.
This section will discuss all of these elements in detail. The
discussion on the route selection algorithm is included in a later
section.

A route with address information and other radio link data
constitutes one entry in the routing table. The addresses and the
radio link data are the elements that specifies one entry.

3.2.2 Local subnetwork addresses

The section on address assignment discussed the difference of
local and global addresses. All addresses in the routing table are
local node addresses so that a mapping must take place before
these addresses have any meaning.

Each entry in the routing table consists of two local addresses.
These addresses are the destination address and the next hop
address on the route. A source address is not necessary in the
table since it is the same as the owner of the table for all
entries.

Figure 11 shows a subnetwork and a routing table representing the
node A. The first two elements in each entry are the end
destination address and the next hop address. When node A wants to
send a packet to node D as the end destination address, the
algorithm looks up the entry that has this end address. The next
hop address from this entry is node B, which will look in its own
tables and get a new next hop address. This will oring the packet
closer to its destination.

The source node A does not need to know how the next hop address,
node B, forwards the packet to the final destination. When node A
receives the PROP packets during the routing updating intervals,
it will get the information that node B has a route to node D as
the final destination.

3.2.3 Global addresses

Destinations that have global subscriber addresses may only be
reached with the assistance of a RAX node. The source node does
not have any routing information about a destination node which is
deployed in another subnetwork. The routing algorithm must in this
case be able to identify that the destination address is global,
and send the packet to the RAX for forwarding.

3.2.4 The link factor

From the network topology in Figure 11, we see that some
destination addresses are reachable by more than one route
alternative. To select the most optimum route alternative it is
necessary to collect data about each route between the source and
destination nodes. The link factor is one of the elements which is
used in the route selection algorithm.
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In a general terminology the link factor is a measure of the bit
error rate on a radio link. However, the introduction of FEC
(Forward Error Correction Codes), will result in only two states
of a link. This means that the packet is either received perfectly
or the packet may not be retrieved at all.

Even if the packet is received perfectly on more than one radio
link, it is possible to give them a different rating. This rating
is dependent on the signal to noise ratio on the link as shown in
Figure 12. Hence, by this way of rating the link, it is possible
to see how resistant each link are to external disturbances.

The link factor may vary among the three values from 10, 20 and 30
dB margin to the noise level which corresponds to the link factors
of 1, 2 and 3 respectively. Without any disturbances there is not
going to be any significant difference in performance between
links of link factors 1 and 3. However, during jamming or other
interfering activities, it is clear that a link with factor 3 is
the best choice.

3.2.5 Worst Link Factor (WLF)

A multihop route may have link factors that vary from the first to
the last hop on the route. It is obvious that the throughput from
the source node tG the destination node is greatly dependent on
the weakest link on that route. The easiest way of avoiding a
congestion on a weak link is simply to avoid the route if there
are other alternatives. WLF (worst link factor) is therefore an
important measure of telling how likely a route is to get
congested at some point.

3.2.6 Average Link Factor (ALF)

WLF does not give any information about other links on the route
than the worst link. To be able to distinguish between two routes
that have the same WLF it is necessary to include an ALF (average
link factor). This element is just the average of all link factors
on one route from the source node to the destination node.

3.2.7 Radio Hop Count

The number of radio hops is a parameter that goes into the route
selection algorithm. The section on route selection will discuss
this algorithm in more detail.

3.2.8 Next hop address in voice/data mode

In general we have a homogeneous set of nodes in the PR-subnetwork
which are all capable of relaying packets to its destination
addresses. However, in our application the nodes must be able to
handle both voice and data traffic. Since the nodes that wish to
use the voice channel must change the operating frequency, they
make themselves unavailable as relay nodes for data traffic.

It is possible for a node to detect if one of its neighbors has
switched over to voice mode by listening to the signalling, which
is necessary when establishing a voice channel. This signalling
must be performed on the data channel. Once a node has detected a
neighbor in voice mode, it must be marked as such in the routing
tables.

The routing algorithm will always check the voice/data element in
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the table, to see if the next hop address is busy on a different
operating frequency (voice mode).

Figure 11 shows that node F has switched to a voice channel to
talk with node G. Node F will therefore not function as a relay
node on the route to the destination address H from the source
address A.

3.2.9 Silent nodes

There are a few nodes, that are only allowed to transmit
application traffic under certain circumstances. These nodes are
not permitted to broadcast PROP packets to maintain routing
tables.

During the establishment procedure the silent node must notify the
assisting node about its type. The silent node address is then
marked as such in the routing table. An entry which has a next hop
address marked as a silent node must not be used under normal
circumstances.

3.2.1 Missing the link Response (MLR)

The link layer will retransmit the packet several times to try to
reach its receiving end on a link. The network layer then gets
notified when a packet does not succeed in reaching the other end
of a link. Each time the link between the source node and the next
hop node malfunction, a MLR count is incremented.

A maximum count is preliminary set to 3 MLR's within a time window
(the length of the time window is to be determined). When an entry
reaches a maximum count it will be removed from the routing table.
This procedure is included to prevent unnecessary deletions of
entries from the table. In a network with a changing topology
there may be nodes that only temporarily will loose their link
connectivity.

3.2.11 Alternative routes listed in the table

The routing table may contain several, up to three, different
routes from source to destination address. The route selection
algorithm will, based on the route elements discussed above, make
a prioritized list of the available routes. How the preferred
route is selected is discussed in the chapter on route selection
algorithms.

3.3 Distribution of routing information

The general routing algorithm is based on distributing routing
information through the network. Each node will build up a table
with all local addresses in the network based on the information
received in the PROP packets.

3.3.1 The PROP packet layout

Each PROP packet contains all the primary routes from the routing
table. Any second and third choice route alternatives are not
included to limit the length of the PROP packet. The next hop
address field in each entry is redundant, since this address is
equal to the TSA (terminal source address) of the PROP packet.
Figure 13 shows how the neighbors to node A updates the next hop
address by receiving PROP packets.
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Node X is new in the network and receives four new entries to
include in its routing table. We note that the next hop address is
updated from the TSA field in the PROP packet. (Only the address
elements are considered in this example).

Each entry (primary route) in the PROP packet need to include the
link elements, ALF, WLF and RH, that specifies the quality of the
route from source to destination. The receiver of the PROP packet
must add the values for the new link to each route. As in Figure
13, node X must include the link factor between itself and node A,
when calculating WLF and ALF for the route from X to D.

The voice/data channel information bit is not necessary in the
PROP packets since the receiver of the PROP packet will be two
hops away from the node that this information concerns. Every node
must determine its own voice/data information bit by listening to
the signalling procedure which is required to establish a voice
channel. The default is that all nodes are in the data mode.

The element that specifies the MLR, is not included in the PROP
packet for the same reasons as for the voice/data element. Each
node must establish its own MLR statistics on all adjacent links.

The PROP packet must include the silent node element for each
entry. This element always corresponds to the next hop address on
the route. Any node transmitting a PROP packet therefore writes
its own operating mode into the silent node element.

Each PROP packet must include the mapping between the global
subscriber address and the local node address. Since a PROP packet
is distributed by semi-broadcast the receiver knows that the
packet has only travelled one radio hop. This means that the
subscriber source address will always correspond to the local link
source address. Hence, it is possible to fetch the mapping from
the address field in the header of the PROP packet.

When more than one terminal is connected to the same physical node
it is necessary with extended mapping. In this case there will be
several subscriber addresses to one local node address. The
extended mapping must also be distributed in the PROP packets.
Since only the mapping between the subscriber address of the
source terminal and the local link source address is included in
the header, there must be additional extended mapping in -the
information field of the PROP packet. A separate subscriber
address field is included in the PROP packet to hold the
additional addresses which are mapped to the local node address.
The first part of Figure 14 illustrates the elements included in
the PROP packet for one entry. The second part shows how the
different entries are packed into the PROP packet. Note the
inclusion of the subscriber address field for extended mapping.
This field is empty if there is only one terminal connected to the
node. The length of the information field in such a packet depends
on the number of primary routes established in the network.

It is desirable to keep the length of a PROP packet as short as
possible to reduce the demand on the channel capacity when
distributing the routing information. The preliminary studies
shows that each entry or route requires two bytes to hold the
information as discussed above. The maximum number of nodes in
such a subnetwork is specified to be 50 nodes which means a
maximum PROP packet length of 100 bytes plus the PCI information
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field.

3.3.2 PROP distribution

The PROP packets are distributed using semi-broadcast which means
that the packets are only transmitted to the neighboring nodes.
These packets are not acknowledged by the neighbors upon
reception, and hence they may not be retransmitted from the
source. This means that it is possible to loose a PROP packet in
the routing updating procedure.

3.3.3 Periodic distribution of PROP packets

The periodic distribution of PROP packets is significant for the
general routing strategy to conserve bandwidth. All the changes in
the routing table are not distributed until the next PROP interval
and will propagate one hop further through the network for each
new PROP interval. This prevents that any single change in the
routing table triggers off a transmission of a PROP packet. (Event
driven routing traffic is distributed in that way).

The PROP intervals are periodic with respect to a single node, but
asynchronous with respect to all the other nodes in the network.
The overall routing traffic for the whole network is thus spread
out in time to avoid congestion of PROP packets.

The time between each PROP interval is to be determined by
simulating the PROP traffic pattern with varying interval Lengths.
The demand on the data channel must then be adjusted to be within
the available channel capacity.

3.3.4 Varying the PROP time interval

The available channel capacity may vary greatly depending on the
current application. The establishment phase will in general be
performed some time before there is any demand for application
traffic in the network. This fact suggest that it is possible to
speed up the propagation of routing information through the
network by making the PROP time interval shorter.

It is therefore advisable to have two PROP time intervals. A short
PROP time interval is used during (or immediately after) the
establishment phase of the network. Then, after 5 to 10 minutes
the network should be updated, and the normal PROP interval for
maintaining the network is used. It is important to note that if
any conflicts should occur, the general PROP traffic has a lower
priority than most application traffic.

3.3.5 Loosing a PROP interval

As mentioned earlier, it is possible to loose a PROP interval from
a neighbor because the semi-broadcast function does not retransmit
if there is any errors on the link. However, it is predicted that
there is not going to be any unacceptable inconsistencies in the
routing tables when loosing an update interval.

When this happens during the first 5 to 10 minutes of the network
history (establishment phase) the updating will take an interval
time longer for that particular node. If it happens during regular
maintenance of the network, the entries lost is contained in the
PROP packet which is transmitted in the next PROP interval as
well.
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Hence loosing a PROP packet from one of the neighboring nodes will
only lead to out-of-date-routes which have that particular
neighbor as the next hop address. The route to the end address E
in Figure 15 may be inconsistent for only one PROP interval.

3.4 Jamming

One of the advantages with a distributed routing strategy is the
robustness against jamming and other external disturbances.
However, there are several ways the electronic warfare may affect
the network topology.

In the case where the enemy uses a stand off jammer, which will be
at some distance from the communication activity, only parts off
the network topology is going to be affected. Here it is possible
to use one of the alternative routes if the primary route is
blocked because of jamming. Because of the distributed routing
strategy the source node of any route is not dependent on routing
information from a master node in the network which may be
temporarily blocked.

3.5 Forwarding alqgrithms

The distribution of routing information through the network
results in developing tables that contains several route
alternatives to the same destination end address. The same routing
tables also contains data elements that makes it possible to
evaluate each route separately and to select the most optimum
route at all times.

All radio links are evaluated by link factors as discussed earlier
in the paper. These link factors are in general obtained under
stable conditions during the establishment phase of the network.
The route selection algorithm is then going to make a list of
routes with 1st, 2nd and 3rd priority routes. This prioritized
list of routes is used as is if the conditions for transmission
are kept unchanged since the list was made.

However, one or more nodes in the network may experience a
temporary change in the signal to noise ratio which will lead to
different link factors for these nodes. Under the new conditions
the most optimum route might be the one of the previously rated
2nd or 3rd route choices.

3.5.1 Determination of the 1st priority route alternative

Given stable network conditions for transmission there is not
going to be any difference in performance between routes with
varying link factors as long as the value is equal to one or
greater (see section on link factor). Hence, the route selection
algorithm determines the 1st priority route on the basis on other
throughput and delay considerations. Having the requirement of
minimum link factor fulfilled, it is the route with the lowest
number of radio hops which is selected as the 1st priority route.

Figure 16 shows two alternative routes from node A to node B. The
route with only two radio hops has a lower link factor than the
other, but the radio links are good enough for transmission under
normal conditions. Hence, since the route with 2 radio hops is
going to introduce smaller packet transmission delays and requires
a smaller channel capacity, it will be the 1st priority route.
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In the case where all the three route alternatives have the same
number of radio hops, the selection has to be based on the link
factors. When still assuming that the radio links on all routes
fulfill the minimum requirement of link factors it is apparently
that all three routes is going to perform equally well.

The selection is now made on the basis on how well the routes is
going to perform if any external disturbances are introduced into
the transmission environment. Since the link factor gives a direct
value describing how robust each link is to external noise, it is
quite easy to distinguish between the three routes.

The first element to examine in the table, is the WLF on each
route. The route with the highest WLF must be selected as the 1st
priority route. This is because the WLF element gives a value of
the weakest link on any route. In general, it is assumed that the
quality of a route is not to be rated higher than its worst link.

Figure 17 shows 3 alternative routes and their respective link
factors. When examining the routing table it is clear that the
last entry in the table has the highest WLF value and must be
selected as the 1st priority route.

In the last case where all 3 routes have the same WLF value, the
route selection must be determined by the value ALF. The route
with the highest ALF is selected as the 1st priority route.

3.5.2 Determination of 2nd and 3rd route alternative

In the case where all 3 route alternatives have different number
of radio hops it is just to rate the route with the next lowest
number of radio hops as the 2nd priority route and so on.

In general, the same route selection algorithm is used to
determine the 2nd priority route as for the 1st priority route as
described above. The 3rd priority route is defined to be the most
resistant route and must therefore be selected on the basis on the
link factor rating. See the section on saving the most resistant
route alternative.

Figure 17 gives an example on how the three routes are given their
respective priorities based on the algorithm described above.

3.5.3 Route selection when experiencing external noise

The radio unit may detect the noise level at all times in the
network. A sudden change in the noise level may lead to poor link
factor ratings on various routes. Any route to be used for packet
forwarding must fulfill the requirement of minimum link factor
value.

Lets look at Figure 16 to see what happens if node A experiences a
10 dB rise in the noise level. This means that the first hop on
the 1st priority route is going to be marginal with the noise
level and will probably not perform as required. In this case the
route selection algorithm must examine the detected signal-to-
noise-ratio and select the route with a higher link factor rating.

Before the route selection algorithm can fetch the most optimum
entry from the routing table, it must first check with the radio
unit for any detection of external noise. If normal conditions are
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present, it is just to fetch the predetermined optimum route.
Otherwise the temporary change in signal to noise ratio has to be
examined and included in the route selection algorithm to give the
most optimum route.

3.5.4 Saving the most resistant route alternative

The discussion in the previous sections points out the importance
of having a very resistant route that can be used during severe
conditions. The entries in the routing table are selected with a
special emphasis on a low number of radio hops. Hence, some of the
routes with the highest priority may have a very poor resistance
to external noise. Even worse is the case when all the three
selected routes to a specific destination have poor link factors.

This situation is prevented since the third priority route is
always selected on the criteria that it must be the most resistant
route, i.e. the route with the highest link factors.

4 MEDIUM ACCESS PROTOCOL

In a subnetwork there are a number of communicating radio-nodes
sharing a common (radio) channel, see Figure 8. The Radio-Access-
Protocol is the mechanism that controls how the channel-capacity
is shared between the nodes.

The system being developed must cover a wide range of
applications. This means that the number of nodes and the traffic
parameters will vary with each different subnet. The system must
be flexible and robust. It is also required to be autonomous, i.e.
not being dependent on a central node.

4.1 The CSMA-protocol

Based on these requirements , a carrier-sense-multiple-access
(CSMA) protocol has been chosen. The CSMA-technique can be
described as: A node has a packet to send, it first listens to
the channel to see if anyone else is transmitting. If the channel
is busy, the node waits until it becomes idle. When the station
detects an idle channel, it transmits the packet.

There are various versions of the CSMA-protocol and the particular
version we have chosen, is illustrated in Figure 18 and in Figure
19 (flowchart). Consider a node having a packet ready for
transmission. It first wait a period of time called the
"propagation delay", then a "random delay". During the time, the
node is waiting, it is (concurrently) also listening to the
channel. Should the node, during this waiting period, detect
another node transmitting, it resets the waiting time and waits
until the channel again becomes idle.

The priority delay is dependent on the priority of the packet
to be sent. The packet with highest priority have no priority
delay while packets with low priority have long priority delay.
In this way, if the traffic load is heavy, it is possible to give
important packets priority accessing the channel.

The "random delay" is a time delay drawn from a uniform distribution.
This time is introduced to decrease the probability of having two
nodes transmitting simultaneously.

When a node has waited a time equal to both the priority delay and
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the random delay, and the channel is still idle, the node turn
it's radio from receiving mode to transmitting mode. This turn-
operation requires a certain amount of time. (The turn-time is at
the moment 10 ms or less for the radio used).

In transmitting mode the radio may now start to transmit a
packet. First the radio transmits a special pattern called
"preamble". This preamble informs the receiving radio(s.) that a
data-packet will now arrive. The data packet consists of the
protocol control information (PCI) and user-data. Figure 18 also
show the packet received by another node.

The propagation delay, i.e. the time from the moment the signal
leaves the transmitting antenna to it reaches the receiving node,
is assumed to be zero compared to the turn time and the duration
of the preamble.

The period from the time the node starts to turn it's radio
from receiving to transmitting mode, to the time when the other
nodes detects that it is transmitting, is called the "response
delay":

Response Delay = Turn Time + Propagation Delay + Preamble

Within this period of time it is hence possible for other nodes to
start a transmission, thus there is a finite probability that two
or more nodes start to transmit simultaneously. Should this
happen, the packets involved will collide, and hence they will be
lost. To make sure that the packet being transmitted is correctly
received by the other node(s), an acknowledge mechanism is used. A
node that receives a packet correctly, reply to the transmitting
node by sending an acknowledgement. If the transmitting node does
not xeceive an acknowledgement within a certain period of time, it
retransmits the packet.

However, to prevent a deadlock situation and to reduce the
probability of collisions, each node applies a random delay
interval before each transmission. E.g. consider the situation
where one node is transmitting and two or more nodes are listening
and waiting for the channel to become idle. The channel becomes
idle and the listening nodes fight for their access to the
channel. Each node then draw a random time within the "random
delay" interval and hence wait this amount of time. This random
waiting time reduce the probability for collisions.

The Response Delay divided by the Packet length, is called the
factor "a". It is important to get this factor as small as
possible for CSMA-protocols.

4.2 The capture effect

The particular radio used in our system is called CORA. (CORA is
described in full in a separate paper by Terje Thorvaldsen). CORA
is a direct sequence spread spectrum radio and one of its
important properties, when considering access protocols, is the
Capture Effect.

In our system, the Capture Effect can simply be described as the
ability for a node, to receive one out of two or more packets that
are transmitted simultaneously
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Looking at Figure 20 we can see two nodes A and B, both
transmitting a packet to node C within the response delay
interval. Assume that the packet from A arrives C just before the
packet from B (a few milliseconds). Because of the Capture Effect,
node C receives the packet from A without any interference from
the packet from B. I.e. node C "captures" the first packet that
arrives.

However, there are certain criteria that must be considered. The
CORA radio is designed in such a way that the first signal is
captured only if the strength of the first signal divided by the
strength of the second signal is larger than -12dB. If the
quotient is less than -12dB, both packets are lost.

This means that if node A and B use the same transmission power,
the distance from A to C, using an R path loss approximation, may
be approximately twice the distance of B to C and still C will be
able to capture (receive) the packet from A, if it reach C just
before the packet from B.

4.3 Simulation results

There has previously been done a lot of research on access
protocols based on the CSMA technique. At NDRE there has been a
particular interest concerning the role the Capture Effect has on
the CSMA-protocol.

We have modeled a scenario with 16 nodes placed in a 4x4 matrix.
The distance between all neighbour nodes is 2 units. The scenario
is simulated using 3 sets of radio-ranges, 3, 5 and 10 units. (See
Figure 21).

Some system parameters:

Channel bit rate 2400 bits/s
Packet length 100 bytes
Acknowledge length 8 bytes
Preamble 2 bytes
Turn time 3 bytes
Priority delay 5 bytes
Random delay random, within a sample-space

of 118 bytes

The time taken from a node starts to send a packet, to the time it
receives the acknowledge packet, assuming everything goes normal,
is called one "roundtrip delay". It is found natural to use the
round trip delay as a measure for the time-delay in a subnet.
(Figure 22).

The data packets have a priority delay of 5 bytes and a random
delay of about 1 roundtrip delay. The acknowledgements have first
priority and no random delay, thus giving them prior access to the
channel. This means that an acknowledgement is sent immediately
after the reception of a data packet, and without any competion
from any other node. The transmitting node will always allow
enough time for the acknowledgement to be sent, before it
eventually retransmits the packet.

4.3.1 Complete subnetwork

Figure 22 shows some results obtained after simulating a complete
network, i.e. no hidden nodes, where the radio range is 10 units
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and the distance between the outer nodes is 6 units. The top graph
shows the channel throughput (S) versus the offered channel
traffic (G). There are two throughput curves, one representing the
case when using the capture effect and one with no capture.

The lower graph shows the avarage packet delay versus the offered
channel traffic. The channel bit rate is 2400 bit/s and the
outermost left axis show the round trip delay converted to
seconds.

If we assume a perfect transmission, i.e. no collisions and no
waiting delay for the channel to become idle, the delay will be
one round trip delay. For comparisons, we need a reference value.
Two round trip delays corresponds to a reasonable network-delay,
and is hence chosen. Going from this point on the lower curve to
the corresponding two points on the curves of the upper graph, we
are able to read the given throughput of the net for this
particular delay. It can be seen that with the capture effect the
throughput is about 1000 bit/s, and without capture, the
throughput is approximately 900 bit/s.

4.3.2 Subnetwork with hidden nodes

However, the normal situation for a subnet is that one or more
nodes can not hear all the other nodes in the net. If we consider
the same node-scenario, but with the radio-range reduced to 5 units,
there will be a new situation where we get hidden nodes. Figure 24
shows the results obtained when simulating this situation. Using
the same reference value, we only get a throughput of 600 bit/s
using the capture effect, and with no capture it can be seen that
the net quickly reaches congestion. This net-configureuration is
regarded to be close to the worst case situation. If we decrease
the radio-range to 3 units, the throughput will increase, since
there may be independent packet transmissions between two outer
itode-s on one side and between two nodes on the other side.
See Figure 25.

4.3.3 Varying the Packet length

The length of the packets are also of great importance to
optimize the throughput. A number of simulations have been
carried out for a complete network, but with varying packet
lengths. The curve in Figure 20 shows the throughput as a
function of the packet length for a complete network. It can be
seen that the capacity of the network reaches an asymptotic
value, about 1300 bit/s, for large packet lengths. For short
packet lengths the throughput falls to about 400-500 bit/s.

It is important to look a the more realistic case, where hidden
nodes are present. Figure 27 shows this situation, and it can be
seen that choosing a reasonable packet lenght and avoiding a too
big delay, we may get a throughput of 600 bit/s. This may seem
like a poor channel utilization. However there are many points to
be borne in mind.

1) We want a very flexible system, the number of nodes are
changing and the traffic parameters varies for each
subscriber.
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2) The net topology also varies with each subnet.

3) There is a demand for autonomy and resistivity. I.e., we
want to avoid centralized solutions.

Taking these requirements into account, the CSMA-protocol is
found to be very suitable.

5 CONCLUSION

The topics discussed in this paper have one major obstacle to
circumvent. It is obvious that a data transmission rate of 2.4
kbit/sec. puts a large constraint on the management traffic
needed to maintain the network.

In order to reduce the overhead on the radio channel and to
fulfill military requirements, a few enhancements to the
CCITT/X.25 subnetwork access protocol have been introduced.
These enhancements resulted in a minor deviation from the
CCITT/X.25 specification.

The general routing strategy has been specified to deal with the
operational nature of the network. Because of the unpredictable
transmission environment, it is decided to distribute the routing
function to each node in the network. This means that each node
makes its own decisions when selecting the route for packet
forwarding.

A periodic distribution of routing information throughout the
networks are carried out to control the information flow of
management traffic.

The CSMA-protocol is used to meet the requirements of flexibility
when unpredictable network topology and traffic demands are
present.
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H F 1 1.7 3 V NO 0 .LF I /dB
H B 1 2 4 D NO 1 220d
E F 1 2 2 V NO 0 1 I10 dB
E 6 1 2 3 D NO 2 2
o F 1 2.3 4 V NO 0 2 NOISE
O B 1 1.7 3 D NO 0 1

Fitq. 11. Pouting table structure. Fig. 12. Link factor.

ONE TABLE ENTRY

PRO DATA ELEMENTS
PROP c

APROP C I/ T .

8 BIT 2BIT 2 BIT 3 BIT I BIT

x

ROUTING TABLE A ROUTING TABLE X

END NEXT WLF ALF END NEXT WIF ALF PCI SUBSCRIBER ADD IROUTE 11 ROUTE 21 ...B B - - A A -I I
C - B A
0 C C A

0 A
PROP PACKET A / FIg 14. PROP Packet layout,

TSAo A B-ENTRY CI ENTR

G C

PROP
&..13. Distribut n f the next node address.

AA

E

ROUTING TABLE NODE A

END NEXT WUF ALF
Fig. 15. Missing a PROP joaCket from a nei-ghbor. B B1 - -

o D - -
G 8
F C

E 0 - OUT OF DATE
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2 3ROUTE 
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1 1

ROTE2 t . 1. Seltionaof rote roith rote.sm ubro a

A t2 2 2.2 3 B

ACTBED NOEXTWFAFA L

TRANSMISSION OfDPCKE

-RC YES

FAIL R D TURNT P A 1!SLI' DSURATA CrC SET PAIOftITY DELAY TVI.O

10 mS V. MS OACKET LENGTH

CHANNEL NO
is

IDLE

YES

PD PA PCI USEROATA CRCNO PIRT

q .7 s PCKETENGH TDILAY

0 6.7 M, PACKET LENG.TH

RIESPONSE DELAY YES

DRAW RANDOM DELAY VALUE
ADETTMOUT

RESPONSE DELAY . TURN TIME . PROPAGATION DELAY *PREAMBLE CHANNEL NO

IDL

YES

Ci . RESPONSE DELAY
PACKET LENGTH RANDOM

NO DELAY

Fig. 18. Time s-equence of packet transmission. TIME-OUT

!NN

CHANNEL N

is

IDLE

YES
A C BTURN RADIO FROM AECMNG
0 0 C) MODE TO TRANSMITTING MODE

PACKETPEOMA Fig, 19. Flowchart of-the CStMA-QrotocoJ-

PACKET FROM B ZZ Z

SIGNAL PROM A<-12d8 BOTH PACKETS ARE LS
SIGHAE.ROMIS Fig. 20. The cantlire effect.

SbC.AE.FROM A <-1 8 RECEIVES PACKET FROM A
SINAL ROM 8<-18
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0 0 0 0-I

0 0 0 0

0 0 00
I 6

RADIO RANGE - 10.5,3

Fig. 21. The eubnotwo!rk topology.

(BITSIS) (%)
1920- soI81D 

FDITR1920- 801 ~~~~WITH "CAPTURE'IPI~80IU~ 3 FZ~

601 ~TRNA
1440-L

- WITHOUT CAPIURE 3 2

960- 
ROUNDTRIPDELAY

480 -oo 1

RANDOM TIME DRAWN FROM A UNIFORM DISTRI8UTION WITH
SAMPLE.SPACE EQUAL TO 118

20 40 60 80 1001.I

T. TH Fiq. 22. The "roundtrip delay".
I ROUND TRIPS Wi1THOUT -CAP~TUR41 'CAPTURE'

20 40 60 80 1001.%

Fig. 23. Throughput and dela V resu]ts for a complete

network,

I (%
19l0 go~

1440 1 £0

960! 40W
jWITHWIATAURT E

450] 20

T /P " U RI "

S' WTHOU T CAPTUR E '

20 40 60 $0 100(%)

Fig., ?2. Thr'ouahout and delay resuts fOr a networ'k wit~h
hidden nodes, Ranae is 5 units.
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(SITSIS) L 5

1440- 60.WT'CPUE

960" 40-

20 40 601 400 mT

T
(s) OU000TRIPS

WITH *CAPTURE'

~I

20 40 60 0 0 100M%)

Fig-. 25. Througho~ut and delay results-for a network with
hidden nodes. Range is 3 units.
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Fig, 27. Varying th acket length for a network with
hidden nodes . Ran-go Is 5__yrLtL,
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EXPERIMENTATION D'UN SYSTEME DE TRANSMISSION

DE DONNEES PAR CANAL METORIQUE:

THEOREME

par:

Mr P. Sicila
Mr D. Sorais
Mr F. Barrier

THOMSON-CSF
66 rue de Foss6 Blanc

92231 GENNEVILLIERS
FRANCE

1-RESUME

La division T6l6communication de THOMSON-CSF a r~alis6 un
syst~me de transmission de donndes par canal m6t~orique
THEOREME, dont les 6tudes ont d~but6 en f 6vrier 87. Le
projet THEOREME-FF est d~compos6 en trois phases. La phase
1 est une liaison point & point A 1l'alternat entre deux
stations distantes de 350 kin, les phases 2 et 3 sont des
liaisons par diffusion respectivement vers un vdhicule et
vers un avion.

Les exp6rimentations ont 6t6 r6alis~es pour plusieurs
puissances (1 kW, 200W, 100W et SOW) en VHF et en fr6quence
fixe dans la gamme 40-43 MHz. La maquette a permis
d'effectuer des tests mesurant l'ouverture et la fermeture
du canal et les taux d'erreurs ainsi que des transmissions
de messages.

Les debits moyens mesur~s sont d'environ 100 A 185
caract~res utiles/seconde avec des maxima pouvant atteindre
300 & 400 car/s.

2 INTTRODUCTION

Les 6tudes de syst~rne de transmission par rafales sur les
m6t6ores (T.R.M.) ont commenc6 au debut des ann6es 50,
lorsque plusieurs organismes of ficiels Anm~ricains et
Canadiens (Central Radio Propagation Laboratory, Canadians.
Defense Research Board,..) ont entrepris une s6rie
d'6tudes et d'exp~rimentations en vue de d6terminer le
contexte d'emploi de ce mode de communication pour une
distance moyenne 1_00C0 kin).
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Des liaisons exp~rimentales ont 6t6 effectu6s par le
Central Radio Laboratory suz- une distance de 1200 km pour
une fr~quence de 50 MHz et une puissance de 30 kW sur une
antenne losange de 20 dB/iso de gain.

Le Canadian D~fence Research Board mit en place le premier
r~seau experimental (Syst~me JANET) au- cours de l'ann~e
1955 sur la --liaison Toronto (Ontario) - Port Arhi~r
(Ontario) -Edmenton (Alberta) - Yellow knife (Territoire du
Nord Ouest) pour une fr~quence de 40 et 50 MHz at une
puissance de 500W sur un groupement de 4 antennas YAGI.

Le centre technique du SHAPE a r6alis6 en Europe pour le
compte de l t OTAN des expdrimentations sur le circuit LA
CRAU (France) - LA HAYE (Hollande) avec le syst~me COMET
sur une distance de 1000 km environ dans les ann~as 60 -70,

Par la suite, d'autras syst~mes plus op~rationnels tel qua
SNOTEL (A l'ouest des Etats-Unis) et AMBCS en Alaska pour
le civil et FEBA pour les applications militaires ont 6t6
r~alis6s.

A la demanda de l'Administration militaire Frangaise,
THOMSON-CSF a 6tudi6 et r~alis6 THEOREME-FF (Transmission
HErtzienne par Ondas REf l~chies sur trainees MEt~oriques
en Fr6quence-Fixe) dans le but principal de demonstration
des possibilit6s d'utilisation en France de ce moyen de
communication.

3 -PHYSIQUE DU CANAL

Le nombre de particules de masse sup6rieure au microgramme
qui intercaptent journellement l'orbite terrestre ast en
moyanne de 1011. Ces m~t~ores cr6ent, vars 80 A 120 km
d'altitude, des cylindres ionis~s de 10 6 20 km de Ionguaur
capables de diffracter une onde incidente. Les m6t~ores
radio~lectriquement utiles 6tant n6cessairement tangents &
des ellipsoides dont las foyers sont 1'6metteur et le
r6cepteur, las performances du canal sont fonction de la
masse, de la vitesse at de la direction des m6t~oras.
(Figures 1, 2).

Pour une p~rioda d'observation T, le canal m6t~oriqua est
partiellament d6crit par las param~tres suivants:

- do (en %) dur~e d'ouvertura du canal (pourcantage de
temps pendant lequel le canal ast ouvart).

-Irm :dur6e de vie moyenne d'une train~e ionis~e.

-Sm :intervalla de temps moyen entre deux

mft~or-es utiles.

Par d~finition, ces trois parambtres sont li~s par la
relation (1)
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4 -SIMULATION DU CANAL METEORIQUE

Une simulation du canal m~t~orique permettant dtestimer ses
performances a 6t r6alis6 afin de comparer les r~sultats
de la simulation aux r~sultats des exp6rimentations.

4.1 - CALCUL DES PARAMETRES DU CANAL

Dans un premier temps on souhaite estimer le nombre moyen
N de m6t6ores radio-61ectriquement exploitables durant la
p6riode d'observation T. Les mesures effectu6es depuis
trente ans tendent & montrer que le flux T de m~tores de
masses comprises entre mn et m + dmi suit une loi du type
(2) .( [1), (2)

(2) ~(m) c l/m 2 0( 1. 2

La densit6 6lectronique q, d6finie comme 6tant le nombre
d'61ectrons contenus dans un metre de train6e ionis6e,
est proportionnelle & la masse du m~tore incident. ([2],
[3]). A partir de ces donn6es on peut exprinier le flux de
m6t~ores de densit6 6lectronique sup6rieure & qmin

Pour les train~es de m6t~ores dont la densit6
electronique q est inf6rieure 1014 el/in (m6t6ores dits
ifunderdenses") l'expression du bilan de liaison peut se
mettre sous la forme (4) (voir [11) o6i Pro est la
puissance maximale revue et PE la puissance fournie A
l'antenne d'6mission

(4) ?-3 C w (?) Iz F~i ~ -,

20

n il

E

FiFigur 2.
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Durdo douyouturo fonction do la distance do ti6ison

Pe . I kW -i - 40 Mlz. - - 4 kbitls
EJNo -4.5 d 8 - Fr - 8 dD - Bruit gatacliquo

Is

12

Figure, 3

Avec:

GE, GR :Gains des antennes d16mission et de reception

dans la direction du point brillant P.

:Longueur de la zone de Fresnel.

:Longueur d'onde.

w (P) Fonction d6pendant de l'altitude du point P, de
la position relative des points E, R, P ainsi
que de la direction de la trainee.

La valeur qmin de la densit6 6lectronique minimale
n~cessaire pour que le signal transmis soit d6tect6 est
fonction de la puissance rayonn~e dans la direction du point
P et de la puissance Prmin minimale n~cessaire a l'entr~e de
la chaine de reception. D'apr~s (4) on obt~ent

KI L

A partir de (3) et (5) on peut donc 6crire le flux de
m6t6ores utiles sous la forme

(6) CC T~ r,4jg9. 6C [ 0~ c \,z wt5)
I R *t R IL ?r p

Pour une p6riode d'observation suffisamment longue, on
cherche le nombre de m6t6ores radio-6lectriquernent
exploita bles dans la totalit6 du domaine D (X, y, z). (voir
Fig. 2). La contribution N(P). dV du volume 6l6mentaire dV &
l'activit6 m~t~orique totale est obtenue en prenant en compte
le nombre moyen de longueurs de la zone de Fresnel
(proportionnel 6 I/L) contenues dans le volume dv.
L'int6gration dans le dornaine D (x, y, z) est r6duite A une



int6gration sur une surface situ~e & 1altitude moyenne hm 3-

d'occurence des m~t~ores. Compte tenu de ces 6l6ments on peut
calculer la valeur moyenne W du nombre de m~t6ores exploit~s

durant la p6riode T (est 6gal 6 /m)

L'int6gration est effectu~e en supposant que la distribution
des m~t6ores est uniforme en position et en direction. Ii
r6sulte de cette hypoth~se que la probabilit6 de pr6sence
d'un m6t~ore est la m~me, d'une part, quelque soit
l'emplacement du point brillant P dans le volume D (x, y, z)
(voir Fig. 2), et d'autre part, quelque soit ltangle entre la
trainee et le plan de propagation. On ne prend donc pas en
compte la distribution fine des m6t6ores qui, pour une
liaison donn~e, est li~e aux mouvements relatifs des m6t~ores
et de la terre dans le syst~me solaire. Par ailleurs la
modification de la polarisation de l'onde transmise (rotation
Faraday et diffusion sur la train6e ionis6e) nWest pas
trait6e dans cette simulation.

En prenant en compte la dur6e moyenne pendant laquelle une
train6e est radio- 6 1ectriquement exploitable le calcul de la
dur~e d'ouverture du canal do est obtenue par la m~me m~thode
de calcul. La dur~e de vie moyenne m est ensuite obtenue
par l'expression (1).

4.2 - RESULTATS NUMERIQUES OBTENUS

La simulation pr6c6demment d~crite permet d'obtenir des
grandeurs relatives proportionnelles aux r6sultats reels. Les
constantes de proportionnalit6 ont 6t& d~terinin6es en
corr~lant les r~sultats de notre simulation & ceux de
l'exp~rimentation COMET ([3], [4], [5)) de fagon A obtenir
des moyennes annuelles.

La variation avec la distance de la dur~e d'ouverture moyenne
du canal do (cf figure 3) a 6t& calcul6e pour des liaisons
r~alis6es avec deux antennes Yagi de cinq 6l6ments (GE =
GR =10 dBi) plac6es & des hauteurs optimales au-dessus du
sol. Les r6suitats obtenus pour PE = 1 KW et f = 40 MHz,
sont semblables & ceux fournis par Brown [6], qui a r6alis6
une simulation qui prend en compte la distribution des
m6t~ores en fonction du temps et du lieu g~ographique.

On a t6galement calcu16 la dur~e d'ouverture du canal pour les
liaisons entre points fixes effectu~es entre PARIS et CHOLET.
Les r6sultats pr~sent6s dans les tableaux sont associ~s aux
configurations d~crites (figure 4).
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5 - PROGRAMME THEOREME

Le programme financ6 principalement par l'Administration a
d6but6 par 1'exp~rimentation du syst~me THEOREME-FF qui se
decompose en trois phases

- Phase 1 : liaison point A point & l'alternat entre deux
stations fixes.

- Phase 2 : liaison par diffusion entre un site fixe et un
v~hicule se d6plagant suz deux axes.

- Phase 3 : liaison par diffusion entre un site fixe et un
avion survolant l'Atlantique (en cours d'exp6-
rimentation).

La phase 1 a d6but6 fin novembre 87 et s'est termin6e fin
f~vrier 88. Les a~riens utilis~s 6taient des antennes du
type YAGI & 5 6l6ments (gain de 9,5 dB/iso) mont~es A
17m. La puissance 6mise & la station de CHOLET (pr~s de
Nantes) et & la station de Cormeilles-en-Vexin (pr~s de
Paris) 6tait de 1kW. La distance de la liaison est
d'environ 350 km. La liaison a 6t6 r~alis6e a une fr~quence
proche de 42 MHz.

RESULTATS SIMULATION "I IIORM EME Phase I

I'armn res: - Frdluiccc 42 MI !z
- Disimice de liaison 320 km
- Factcur de bruit du rtdccpctur 8 (11)
- li/No 6 dB
- Rythmie binairc 16 kbit/s
- Bruit ailactique

Liaisons Yasgi - Ypki

30, 30,

1f7m 
17m 77777

lPwissance (W) 1000 500 200 I W

do (%) 0,6 0,4 0,23 0,15

',n (ins) 97 97 97 97

6,l (s) 20 30 50 80
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Liaisons DipOles crois6s - Yogi

___________ 3011.

Puissance (W) h (lii) 1,3 3 3,9

2000 do (%) 0,42 0,56 0,66

2000 Inm (ills) 87 83 80

2000 m (s) 26,5 19 15,5

1000 do (%) 0.28 0,37 0,44

1000 )tm (ins) 87 83 8(

000 8n (s) 40 29 23,5

Figure 4

L'objectif de la phase 1 6tait d'estimer les potentialit~s
du syst~me de communication via les m6t6ores et de
caract6riser partiellement le canal pour des distances
courtes.

La phase 2 a d6but6 en mars 88 et s'est termin6e fin mai
88. Les antennes utilis6es & l'6mission (site de CHOLET)
6taient des dip6les crois6s horizontaux ou des antennes de
type YAGI 5 616ments en polarisation horizontale ou
verticale. La puiEsance 6mise ftait de 2 kW. En r6ception
le v6hicule 6tait 6quip6 d'antenries de types cadres crois~s
sous un rad6me et d'un fouet.

Le v6hicule s'est d6plac6 sur deux axes

- axe 1 : CHOLET-TOULON

- axe 2 : CHOLET-STRASBOURG

Les liaisons ont 8t6 r6alis~es & des fr6quences proches de
42 MHz et de 70 MHz.

L'objectif de la phase 2 6tait de d6terminer la zone de
couverture d'un syst~me de diffusion omnidirectionnel et
d'6tudier les variations de performances en fonction de la
distance.

6 - DESCRIPTION DE LA MAQUETTE THEOREME-FF

Les synoptiques du syst~me THEOREME phase 1 et 2 sont
donn6s A la figure 5.
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VHF de 1kW et A un dispositif de commutation de puissance
permettant de r~aliser 11'alternat Emission/R&ception en
momns de 3ms. Get amplificateur est excit6 par un
Emetteur/R~cepteur TRC 950 utilis6 en Fr~quence-Fixe entre
40 et 43 MHz. La sensibilit6 du poste est de -113 dBm pour
un facteur de bruit de 8 dB. La modulation est de type FSK
et le rythme de modulation de 16 kbits/s.

Un logiciel d'application "MODEM 950" impl6ment6 dans
l'Emettreur/R~cepteur, permet de d~tecter une train~e
m~t6orique, de r6aliser les synchronisations et la gestion
des conflits d'acc~s. Ce logiciel realise le niveau 1 de
!a liaison (couche ISO).

L'Emetteur/R~cepteur est en liaison avec un Terminal
Tactique TRC 747 6quip6 d'un microprocesseur 8088 16 bits,
comprenant un logiciel "MET" r~alisant le codage et le
d6codage des informations, la proc6dure de transmission par
acquittement. Ce logIciel r6alise le niveau 2 de la
liaison.

Le Terminal Tactique est en liaison avec un calculateur
compatible PC 6quip6 d'un logiciel r~alisant la gestion des
messages 6mis ou regus, le d~pouillement en temps r6el
permettant d'afficher des indicateurs de mesures de qualit6
sur le canal, la synchronisation des stations pour la
r6alisation automatique d'exp6rimentation 24h/24.

Pour la phase 2 la station fixe est 6mettrice et la station
mobile est simplement r~ceptrice.

La station fixe est &quip6 d'une antenne dip6le crois6
fonctionnant & 40 et 70 MHz. Cette antenne a un gain de 6
dB/iso. W~antenne YAGI a aussi 6t6 utilis6e. Lt antenne est
connect6e & deux amplificateurs 1 kW coupl6s. La structure
des stations A bas niveau est identique a celle de la phase
1. Seuls les logiciels sont diff6rents et permettent la
diffusion.

La station mobile est 6quip6e d'une antenne constitu~e de
deux cadres crois6s (gain de -6 dB/iso), dt un fouet (gain
de -1 dB/iso). De plus un pr6amplificateur 15 dB de gain et
3 dB de facteur de bruit a 6t6 utilis6.

Le syst~me permet de r6aliser 3 types de mesures

-Test canal Ce test effectue la miesure de
l1ouverture et de la fermeture du
canal ce qui permet Wlen d~duire
la dur6e du service.
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-Test taux d'erreur Ce test effectue la mesure des
taux d'erreurs moyens sur les
trainees et 1'6volution de ce taux
sur la dur~e de vie de la trainee.

-Test syst~me Ce test realise des mesures de
d6bits, de temps d'acheminement,
de taux d'erreurs caract~res,
d'efficacit6 de la proc6dure,
etc...

La procedure point & point de la phase 1 fonctionne de la
mani~re suivante (cf figure 6).

La station A veut 6mettre un message vers la station B.
Apr~s l'introduction du message dans le calculateur A,
celui-ci est tranmis au Terminal Tactique. Le TRC 747
d6coupe le message en blocs, et les code par l'interm6-
diaire d'un module Reed Solomon RS (23,13). La station A
6met ensuite, un symbole DPE (demande Pour Emettre). Quand
le canal est ouvert la station B regoit le symbole DPE. Le
TRC 950 B 6met alors un syrnbole PIL (Pilote) permettant
d'indiquer au TRC 950 A que le canal est ouvert.

A la reception du PIL, l'Emetteur/R6cepteur de la station
A 6met un symbole MESS (Message) de synchronisation et le
message.

Si le canal est toujours ouvert le TRC 950 B regzoit le
symbole de synchronisation MESS qui lui permet d'identifier
les donn~es. Le Terminal Tactique B identifie les blocs par
l'ent~te, les d6code et garde en m6moire les blocs
corrects. Pour les blocs incorrects, le TRC 747 B r~alise
un message d'acquittement. Get acquittement est envoy6 de
la mgme mani~re qu'un message. L'op~ration est r~p6t6
jusquA ce que le message soit enti~rement transmis et requ.
Durant tout le d~roulement de la procedure, les 6venenients
DPE-Emis Station A, DPE-Requ station B, ACK [Bl,
B2 ,... BN], etc... sont enregistr6s avec leurs dates &
3 ms pr~s.

%CALCULATEUR 
Terzim1 

E/RI

LECTEUR
DE

DISOUE7TES

FD~iTl Logictel W
dImotoin procedures etI xda

Figure 5
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SARO:ACAIIAL OV4tM
T  

-IC&NAL irsive CANAI OUVERT -

PIL ME 31 P11. DPE

960A i -- i F9

STAMN 1 A"I AFRO

PROCEDURE AVEC SYNCHRONISATION~ PAR DPE

Figure 6

STATION A

95 A S 81 Pf2,035SP. AS 171.g 6 ABA AAA9 S allBj~AfWS4 S ASPI A? 88r4 3A3A .A IIW

74? A

ALT.
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Figure 9

La procedure de diffusion phase 2 fonctionne de la manigre

suivante (cf figure 7).

La station A veut diffuser un message vers la station B.
L'op~rateur entre le message dans le calculateur qui le
transmet au Terminal Tactique. Le TRC 747 A d~coupe le
message en paquet et les paquets en blocs. Chaque paquet

contient un groupe de blocs et une ent~te.

Les paquets sont 6mis cycliquement avec une synchronisation
MESS fournie par le TRC 950 A. Lorsque le canal est ouvert
la station B regoit le symbole MESS et l'ent~te du paquet
donnant les blocs le constituant est d~cod6.

Lorsque tous les paquets sont reconstitu6s et sont remis
dans l'ordre, le message est alors affich6 sur la console
du calculateur de la station B.

Les procedures d6crites ci-dessus correspondent As la
transmission manuelle de message utilis6es pour les
d~monstrations.

Le test canal est r~alis6 par llenvoi d'une entite sans
bloc message. Le test taux d'erreur bit est r6alis6 par
l'envoie d'une ent~te et d'un message de 900 caract~res ne
passant pas par lee modules de codage et de d~codage. Le
test syst~me utilise la transmission de message, par
l'interm6diaire d'un s6quenceur automatique.
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Un exemple de fichier d'exp6rimentation de TRO 950, de TRC
747 et de TRC 950/TRC 747 synchronis& est donn6 & la
f igure 8.

La pr~cision des mesures de temps d'ouverture et de

fermeture est de + 10% et celle sur le temps d'achemfnement
du message est de + 100 mns.

Des 6tudes t-h~oriques sont et ont 6t men6es paral1~lement
aux diff~rentes exp6rimentatipns. Ces etudes sont de nature
2t caractdriser le canal ni~t~orique et 2t d6terminer les
performances de syst~mes de communication militaires ou

civils en 6tudiant et optimisant les proc6dures de

transmission.

7 -DEROULEMENT DES EXPERIMENTATIONS REALISEES

Le projet THEOREME-FF a permis de r~aliser la couverture
repr6sent~e sur la carte de France de la figure 10.

Dans cet article, ii est surtout d~crit les r~sultats de la
phase 1 et quelques r~sultats de la phase 2.

La phase 1 a 6t ddcompos~e en deux sous-phases

- sous-phase 1.1 :essais A 1kW at 200W

- sous-phase 1.2 :essais & 100W, 5OW et 30W

Plus de 500 heures d'enregistrements ont 6t6 ef fectu~es en
3 mois, repr6sentant 40 MO de donn6es brutes.

Des s6quences de tests ont 6t& r6alis6es & toutes les
heures du jour et do la nuit comprenant environ 10 & 20 mn
de test canal, 10 & 20 mn de test taux d'orreur, et 20 & 40

inn de test syst~me (cf figure 11).

La phase 2 a 6t r~alis~e sur deux axes repr~sentant la
couverture suivante:

- axe 1 :CHOLET-TOULON. Les distances entro la station
fixe et la station mobile 6taient de 105, 210,
355, 580 et 680 km.

- axe 2 :CHOLET-STRASBOURG. Les distances ontro la station
fixo et la station mobile 6taient do 225, 520 et

650 km.

Les puissances d16missions oxp6rimont6os ont 6t6 2 kW, 1
kW, 500W et 200W.

Des examples de s6quencos d'exp~riinentation sont donn6es &
la figure 9.
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La dur~e moyenne de fermeture du canal est de 700ms pour
1kw, de 800ms pour 200W, et de 43s pour 100W.

La dur~e de service varie donc de 36% pour lkW A 29t pour
200W et & 0,8% pour 100W.

Les 6carts types sur les dur~es d'ouverture et de
fermeture du canal sont tr~s importants, la stabilit6 du
canal est obtenue sur 1 heure environ, et l'6cart type est
alors du m~me ordre de grandeur que la valeur moyenne (cf
Figure 16).

L'activit6 est A peu pros stable sur 24 heures ; on
n'observe pas d'heures d~favorables vers 18h et favorables
vers 6 heures (Figure 15 et Figure 16) (cf r~sultats des
experimentations COMET).

La procedure point AL point adopt~e est bien adapt~e au
puissances de ikW A 100W. A 5OW de nombreux &changes sont
effectu~s, d6gradant ainsi les performances du syst~me (cf
Figure 17).

Les d6bits obtenus pour des messages de 250 caract&res sont
de 158 caract~res utiles/seconde pour 1kW, 116 car/s pour
200W, 13 car/s pour 100W et de 1 car/s pour 50W. Ce d~bit
est maximal pour le message de 500 caract~res (185 car/s
pour ikW). Les valeurs obtenues deviennent stables en
moyennant les r~sultats relev6s sur une dur6e sup~rieure A
15mn.

La marge en puissance du syst~me par rapport A 1kW pour un
fonctionnement fiable est d'environ 10 dB.
Les experimentations de la phase 2 ont permis de r~aliser
des liaisons sur des distances de 100 A 700 km (cf Figure
18).

MKR 42.9000 MHz
REF -40.0 dBm ATTEN 0 dB AD 05 -80.60 d~m

10 dB/

MARKER LOM H I
42. 000 [MHZ I

II____ I-88 60 6 S~m

I I

CENTER 42.9000 MHz SPAN 200.0 kHz
RES BW I kHz VBW 100 Hz SWP.10 oC

Figure 12
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PHASE 1

FPUISSANCE 1DUREE DUREE TAUX DUREE DE IDEBIT M0YEN
EMISSION OUVERTURE FERMETURE D'ERREURS SERVICE MESSAGE

(ins) (ins) BIT MOYEN () '250 (CAR.)

1000 w 400 710 1.7 36 160

200 W 330 790 2.5 29 110

100 w 350 43000 7.4 0.8 13

50 W 1

Figure 13
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Figure 17

L'activit6 et le debit moyen sont maxima pour les courtes
distances (100 A 250km), puis diminuent pour les distances
mayennes (250 & 600km) et r6augmentent pour les longues
distances (6 partir de 600km).

Aucune diff6rence sensible n'a Pu 8tre constat~e entre les
deux axes CHOLET-TOULON et CHOLET-STRASBOURG.

Les essais en fonction de la fr~quence permettent de montrer
que la dur6e des train~es m~t~oriques diminue alors que le
temps entre deux trainees augmente, lorsque la fr~quence
passe de 42 A 69 MHz.

Ces exp6rimentations montrent une certaine incompatibilit6
entre les r6sultats de THEOREME d'une part et les simulations
r~alis6es et les r~sultats COMET d'autre part. En effet les
r~sultats obtenus en phase 1 et dans une moindre mesure en
phase 2 sont tr~s sup~rieur & ceux attendus. Les differences
i4dentifi~es, sont les suivantes:

-dur6es de fermeture exp~rimentales tr~s inf~rieures aux
dur6es estim6es par les simulations pour des liaisons de
100 A 350 kin,

- dur6e d'ouverture du canal d~pendant tr~s peu de la
distance (100 & 700kmi),

- variations journali~re non reprdsentatives des fluctuations
diurnes de l'activit6 m6t~orique.

D'autre part des essais pr6liminaires & la phase 2 ont 6t&
r6alis6s entre les sites de CHOLET et de CORMEILLES en
remplaogant l'antenne 6mettrice de type YAGI par des dip~les
crois~s aliment6s par 2 kW. Les performances alors obtenues
sont fortement d6grad~es, ph6nom~ne non expliqu6 par la
simulation r~alis6e.
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Figure 18

9 -CONCLUSION

Les diff~rences entre les r6sultats exp6rimentaux et les
simulations r6alis~es ne sont pas a ce jour expliqu~es. Les
grands 6carts obtenus avec la configuration de la phase 1
entre les exp6rimentations et la simulation ne peuvent a
priori 6tre compris que par la presence simultan~e d'un
autre m~canisme de propagation. La hauteur des antennes au-
dessus du sol, choisie de manihre & pouvoir r6aliser des
liaisons jusqu'A 1000 kin, permnet d'obtenir des gains
notables aux angles de tir faibles. Cet 616inent favorise
les liaisons les liaisons par diffusion troposph6rique,
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th~oriquement possibles pour les distances 6tudi~es avec
une faible dur~e de service satisfaisant, et dont

l'exploitation est possible avec des proc6dures sp6cifiques

utilis6es pour le canal in~t~orique. Cette hypoth~se reste
cependant & confirmer et un travail important devra donc
&tre effectu6 afin de discerner les contributions

respectives du canal m~t~orique et d'autres m~canismes de
propagation aux pararn~tres physiques mesur~s.

En particulier, la variation de la dur~e moyenne

d'ouverture du canal avec la distance de liaison devra 8tre
6tudi~e sp~ci-Lfiquement car elle d~terminera le choix des
proc6dures (temps de synchronisation, ... ).

L'Administration frangaise et THOMSON-CSF & la suite des
demonstrations effectu~es et des r~sultats obtenus ont
d6cid6 de poursuivre les 6tudes et les exp6rimentations sur
ce canal, qui apparalt d'ors et d~j& comme int~ressant pour
la transmission de donn~es en VHF aux courtes et moyennes
distances (100 A 1000 kin), dans le but de d6finir des
syst~mes op~rationnels.
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ABSTRACT

In the traditional approach of assessing system impact due to propagation
anomalies, the primarily effort is on the characterization of a propagation channel
to the maximum extent possible. In such an approach, environmental parameters
(which affect the channel transfer function) and the system parameters (which
dictate the system performance) are largely uncoupled. For instance, the transfer
function for an ionospheric scintillation channel is characterized by ionospheric
irregularity parameters, irrespect of whether the communications system is digital
or analog, with or without inter-leave/coding, in the presence or absence of
diversity. From assessing the system impact's viewpoint, the lack of coupling is
acceptable to the conventional analog system (an 8dB propagation degradation implies

an 8dB reduction of S/N irrespect of whether the system is AM or FM, single side
band or double side band), but is not acceptable to the modern digital system (an
8dB propagation degradation can imply 10- 3 BER for a QPSK system without coding but
can also imply 10- BFR for the same system witn coding and interleave).

In this paper, system factors to be considered in the assessment of propagation
effects are outlined. The essence is to point out, for modern digital satellite
communications systems, propagation assessment has to have proper system reference
in order to provide readily useful conclusions for system engineers.

I. Introduction

The ultimate objective of communications system engineering is on the efficien-
cy and reliability of message delivery via a realizable means of transmission mode.
The basic nature of message can be divided into two categories: Continuous and
discrete. Examples of continuous message include voice, temperature, movie, etc.
Examples of discrete message include alphabetical symbols in language, population
counts, sport scores, etc. The message, irrespect of whether it is continuous or
discrete, can be transmitted in two ways, either by the conventional analog communi-
cation or by the modern digital communication.

In either way of communications, one can talk about efficiency and reliability
accoLding to it unique engineering criteria. An apple-to-apple comparison of effi-
ciency and reliability between analog and digital communications is not always
appropriate. Generally speaking, digital communications offer much better control
of signal transmission and detection, thus provide superior signal quality, link
stability and network versatility in multi-layer hierarchical structures. These
advantages are known for many years. The fact that conventional communication sys-
tems, up to most recently, have primarily been analog systems is largely due to
technology limitations, particularly in A/D and D/A conversion, high speed circuits,
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precision timing and synchronization devices, memory capacity, software engineering
methodology, etc. With the drastic advancement of electronics and microprocessors,
technolcgy limitations are being overcome rapidly in recent years. The modern trend
is definitely toward digital communications.

The categorization of a communications system into either a digital or an
analog system is largely based on configurations at baseband or IF level. The two
types of systems remain basically the same at RF carrier level. Since propagation
degradations affect the RF carrier of the signal as a whole, with no prejudice what-
soever on the specific content of the signal, the traditional view is that propaga-
tion is propagation, regardless of its baseband or IF composition.

This traditional view is correct for the conventional analog communications
system. Under this view, electromagnetic wave propagationists and communications
system engineers are largely decoupled in the sense that one group can go on with
its business without paying much attention to the other. Even to this date, the
majority of propagationists in studying propagation degradations, concern idealistic
TEM plane wave only, and rarely address the signal-to-noise-ratio (S/N), a fundamen-
tal parameter of analog system engineering. On the other side, system engineers in
overwhelming cases treat propagation degradations the same way as noise, quoting
applicable dB values and statistics (such as Rayleigh fading statistics) from the
propagation papers without paying much attention to propagation physics, such as
Brewster angle for low angle transmission, scintillation (S4) index for ionospheric
scintillation, etc.

In this paper, we intent to show that the above view is no longer applicable
for digital communications system engineering. In order to make their studies rele-
vant to real world communications system applications, propagationists must realize
that their work is not an isolated topic, but a part of the integrated study in
system engineering.. This is particularly true in the aspect of system optimization.
Since propagation anomalies represent the ultimate limiting factors of system per-
formance, and new adaptive schemes to exploit propagation characteristics and to
combat propagation effects are being postulated alone the line of technology advan-
ces, the system optimization can only be performed by a trade-off process involving
both propagation and system considerations.

II. Analog Communications

II.1 Basic Nature - Fidelity in Terms of S/N

Knowing that received signal can never be precisely the same as the transmitted
signal, analog communications system engineering concerns the fidelity of reproduc-
tion of the original message. Since message is always distorted by the noise in the
process of transmission, the fidelity means the ability for a listener to interpret
the message, or for a detector to derive the message, in the presence of noise. The
interpretability, and/or detectability are inversely proportional to the existence
of amount of noise relative to the signal. Hence, signal-to-noise ratio (S/N) is
the figure of merit of the communications system.

A typical block diagram is shown in figure 1, where m(t) is the original

Propagation Anomaly

m It a st) 't

rt 0 Modulation ') + s'(t) Demodulationm(t)

Analog Signal Received Recovered
Nessage T Signal Message

noise-n(t)

Figure 1 Analog transmission through a medium - Propagationists take a parametric
approach that a plane wave penetrating a single, well-defined anomaly. System
enginers treat the effect of the medoium as additive noise which downgrades S/N.
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signal, m'(t) is the reproduced signal, and noise is represented by n(t). The S/N
is represented by

E[m2(t)]
S/N = ------------------ )

E[m(t) - m'(t)]

where E(.] stands for ensemble averaged value. In analog communications, the mes-
sage is modulated continuously in either -mplitude (AM), frequency (FM) or phase
(PM) of the carrier prior to transmission. The S/N can be improved in two ways,
either by an increase of transmitted signal power or by a increase of bandwidth. In
either way, there are practical limits. Power can not be increased beyond the level
of system saturation, intermodulation and interference. On the other hand, band-
width can not be expanded without limit because of the undesirable effect of noise
increase, as noise is generally assumed to be white in nature. To maintain a re-
quired performance, the system engineer must trade between power and bandwidth. For
the case of angle-modulation (FM or PM), where the modulated RF signal bandwidth is
significantly enhanced from the baseband message bandwidth, the reduction in trans-
mitted power can be offset by an increase in the (mean-square) bandwidth by the same
factor, or vice versa. The S/N at the receiver improves at least as the square of
the modulated bandwidth.

One of the basic property of system engineering is that noise produced from
different sources in an RF transmission channel is additive. That is, if one single
noise source in the channel results an S/N of 40 dB at the receiver, two identical
but independent noise source simultaneously in presence in the channel would result
an S/N of 37 dB. As an extension of the additive nature, noises in multiple hops
produce cascade effects. For example, the noise generated in a two-hop LOS (line of
sight) microwave link of 80 km would yield a 3-dB worsening of S/N at the last re-
ceiver than that of the single hop link of 40 km. Therefore, in order to maintain
the overall S/N of an n-hop LOS system, the required S/N per each single hop has to
increase in proportional to n.

11.2 Propagation Effects - Indiscriminative to System Configuration

Propagation anomalies manifest themselves in a number of ways, including ab-
sorption, reflection, diffraction and scattering of waves, resulting attenuation,
depolarization, angle of arrival change, phase and group delay, scintillation, etc.
of the original signal. It is true that propagation anomalies impact on different
types of aoalog modulations differently. For instance the multipath selective fading
effect is much more disastrous on AM than SSB-SC (AM-Single Sideband Suppress Car-
rier), due to the fact that the carrier and sidebands undergo different amount of
random phase fluctuation. But in terms of S/N, these discriminative effects are not
most critical. The reason is that as a matter of practical consideration, the modu-
lated bandwidth of signal transmission through the medium is always relatively smal-
ler than the coherent bandwidth of the propagation medium. As such, the signal will
remain coherent, the first order propagation effect is the attenuation of the RF
carrier. Consequently, propagation degradation is no more than the reduction of
SIN, similar to the effect of noise temperature increase. The additive and/or the
cascade nature of S/N mentioned earlier still apply. Thus, a 3 dB propagation at-
tenuation would result a 3 uB reduction of S/N at the raceiver. If, there is an
additional 2 dB attenuation, caused either by the same type or different type of
propagation anomalies in the channel, this would result a total of 5 dB reduction of

S/N. For a multi-hop system, attenuation add up linearly toward the reduction of
S/N at the final receiver. All these are indiscriminative to the system

configuration.

11.3 Decoupling Between Propagation and System Engineering

The above discussion suggests that the linkage between EM wave propagatLonists

and system engineers is at most a weak one. An illustration is provided in Figure
2. In the figure, the line separating propagationist and communication engineer is
clear. A propagationist does not have to know the system. He provides propagation
effect statement as an independent piece of work without being constrained by a
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General Comm. 1
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F Macro- Sstem 
________
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System
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* I: Sub-Sustem j
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Cost Estimate!

Implementation

Figure 2 Analog system design block diagram - The separation of propagation study
and communications system engineering is a clear one.

specific system configuration. The system engineer, in turn, takes the degradation

statement and performs the entire system trade-off without ever having to go back to

the propagationist.

III. Digital Communications

III.1 Basic Nature - Bit Rate and Bit Error Rate

In contrast to the case of analog communications where the signal waveforms

S(t) can be infinite in spatial and temporal variations, waveforms in digital com-
munications are finite. In the most fundamental case, the waveform is a well known

form of a simple square wave (either RZ, NRZ or Manchester form) representing a bit,
either 1 or 0. As such, the objective of the receiver is not to reproduce the wave-

form with fidelity because the waveform is known a priori and the detail shape of
waveforms do not carry any useful message any way. Rather, the receiver's objective
is to determine the correct bit, either 1 or 0, that was transmitted. Since the
presence of bits conveys the information, more information can be conveyed by trans-
mitting more bits per unit time. Thus the essence of digital communication is to

transmit and recover maximal amount of bits with least number of bit errors at the
receiver. The two important parameters therefore are bit rate R and bit error rate
BER.
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A general representation of digital communications is given in Figure 3, where
we consider M-ary signal waveforms. That is, there are M digital symbols messages

ml, m2. .. mM to be transmitted. Each of the symbol is well known by their respec-
tive waveform representation Sl(t), S2 (t).... SM(t) at RF. Just as the case for

analog communications, these bits or waveform are corrupted by propagation effects,
the received signal at the front end of the receiver is s'(t).

At this point, we may face an argument that digital communication is no more
different from analog communication in the sense that both R and BER are functions

Propagation Anomaly

sk(t) Sk(t) n
0Modulation r Demodulation

Digitized Signal Received Recovered
Message Waveform T Waveform Message

noise-n(t)

Figure 3 Digital transmission - Signal waveforms are finite and known a priori.
Receiver concerns primarily the determination of the kind of waveform being sent.
Propagation effects which deforms the waveform is not significant as long as the
correct determination can still be made.

of transmission power and bandwidth, and hence the essence of system design is again
a trade-off between power and bandwidth using S/N as the figure of merit. In deed,
this is precisely the point of Shannon's theorem which stated that the channel capa-
city C, i.e., the maximum allowable R at a desirably low BER, is given by

C = B log 2 (1 + S/N) (2)

According to the theorem, the throughput of the channel, P, defined by RIB, is given
by

P = log 2 (1 + S/N) (3)

Unfortunately, Shannon's theorem and hence equation (3) remain to be the unat-
tainable ideal case. To illustrate this, we present figure 4 [1) where R versus CNR

Shannon's theorem

7 1og, (1 + SNR)

6-

- BER = 10-5

£4
64 CPFSKo 3 /OASK '4

2- 16 32

16 MPSK
QPSK

BPSK 2
0 1
5 10 15 20 25 30 35

CNR dB

Figure 4 Throughput P versus Carrier to Noise Ratio - The log2 (l+SNR) curve is the
Shannan limit which is unattainable by the current technology.

(Carrier-to-noise ratio, a quantity proportional to S/N) is plotted for a given BER
value of 10-5 . The point is that, there is a significant gap between the R of the
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Shannon's theorem and the R that is technologically attainable, as represented by
the curve of (QASK, 64), in figure 4.

It suffices to say, the real-world digital communications system is more than a

two-way trade-ozf between power and bandwidth. First of all, for given CNR, the

throughput R varies for different modulation techniques. Secondly, high throughput

is not meaningful unless the BER is under control. If error-correction coding is

used for the purpose-of reducing BER, the additional redundancy bits require a wider

bandwidth to carry throuth, this is directly contrary to desired throughput im-

provement. Throughput of course can be drastically improved if the conventional
constant envelop condition is not required. If we use M levels of amplitude, then

log2M bits can be coded onto each carrier burst, as we shown in MASK shown in Figure

4. Further enhancement can be made by incorporating phase divisions. This is in
deed the case of modern codulation (modulation plus coding) techniques [2]. The

necessary condition for such techniques is that carrier power must be sufficiently

high to allow adequate separation of amplitude and phase levels. All these are
vulnerable to propagation anomalies.

111.2 Propagation Effects - Discriminative to System Configuration

The digital communications concept is very different from that of the analog

communications in the sense that while the RF transmission channel always suffers
propagation degradations except in the ideal case of clear sky with no obstructions;

as long as the transmitted bits can be eventually detected at the receiving end
correctly, the propagation effects are no effects, just as if they are in clear sky

with no obstructions. In other words, the severity of propagation degradations is
not purely a propagation statement as in the case for analog communication, but is a

relative statement depends on the system configuration.

Referring to Figure 3, the transmitted waveforms generally have the following

orthogonal property:

{0 if i=j

fTsi Sj( dt 0 (4)
t 1 if i = j

where T is the period of a waveform. At the receiving end, signal detection

is by a correlation principle,

f T +T
Sr(t)Sr(t)dt - q (5)

where r is the propagation delay, Sr(t) is locally generated waveform representing

either SI(t), S 2 (t), ... or SM(t), and q is the correlation value. The decision

process is basically to compare q with a preset threshold value at a comparator for

determining the correct waveform among mi, m2, ... and mM. The concept is illus-

trated in Figure 5.

srt S Threshold

x f

Figure 5 Digital signal detection - Using the orthogonality property among digital

waveforms, the detection is done based on correlation of the incoming waveform with
the locally generated waveform.
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Based on equations (4) and (5), we have the glimpse of propagation impact on
digital communications systems. First, the quantity r can not possibly be a precise
constant due to atmospheric/ionospheric propagation delays, surface multipath trans-
missions, ductings, etc. This group delay effect can create a problem for bit syn-
chronization, intersymbol interference and PLL (Phase Lock Loop)tracking. Random
phase dispersion snd interference will damage the orthogonality condition of equa-
tion (4) which will result errors in (5) for phase shift-key system. To eay the
least, the additive and cascade nature of propagation attenuation as being the domi-
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Figure 6 Digital system design block diagram - The systems impact assessment
includes a propagation trade-off loop. As such, the separation between the
propagation study and system engineering is no longer obvious.

nant effect is no longer true. For a LOS digital communications link, an n-hop sys-
tem simply has its outage time increase to a factor of n. During the period of non-
outage, the link performance (in term of BER) of the n-hop system does not have any
noticeable degradation as compared to that of a single-hop link.

111.3 Coupling between Propagation and System Engineering

While propagation effects on an RF signal are non-discriminative, the impact of
propagation effects in terms of BER is discriminative to system configurations.
Because of this, propagation studies and system engineering are no longer decoupled.
Shown in Figure 6, the coupling of propagation study and system engineering is
illustrated. In the figure, we see that in actual digital communications system
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design, there is a propagation trade-off loop to be dealt with. This is particular-
ly true if we intend to exploit and/or mitigate the propagation environment for
optimization of the system performance.

IV. Major Aspect of Propagation Impact Trade-Off Loop

Since the trade-off loop as shown in Figure 6 is system specific, it is diffi-
cult to make general statement regarding to its actual procedure. We nevertheless
can provide an outline of major aspects to be considered in the loop, which we be-
lieve is a useful guideline for propagation research in the future.

IV.1 Threshold Cut Off

Figure 7 compares fade effects on AM, FM and digital radio (3]. The figure
shows the threshold effect of received signal level (RS') beyond which a communica-
tion channel is not useful. There is no threshold effect for AM. But the threshold
effect for FM and digital radio is obvious. The important point is that for RSL
higher th3n the threshold value, both AM and FM, the channel performance improvement
is a gradual one; while for the digital system, the performance jumps to its optimum
condition and stays flat. Therefore, during normal propagation conditions, the
digital system will operate at a BER as low as to be inconsequential. Such BER
condition will prevail for a long while as propagation condition deteriorates until
at a threshold level the burst of BER and/or synchronization problem make the link
break down.

so
$FM 701 

_M

0 AM
z I 0i

- 0~ CHANNEL NOT UAGLE

r DM/FM RADIO

a) Wj.~O
D.0 __ __ __

-- 30

! (ICLICK/I5SEC.) "
H 20 DIGITAL RADIO WITH ,
) 2 DZ/03 CHANNEL

co
r_ 10U -10 0 0 20 30 40 50

RSL IN dQ RELATIVE TO THRESHOLD RSL

Figure 7 Fade effects on AM, FM and digital radio - The digital system displays a
sudden cutoff when the received signal level (RSL) drops below a threshold value.

The system design objective is obviously of pushing the threshold value as low
as possible within the power and bandwidth at disposal. Increasing the antenna size
and accurate tracking would be among the first objectives to be implemented; diver-
sity arrangement will also come into consideration. As a result, atmospheric effects
that cause ducting, angle of arrival changes and multipath fading become critical
issues in the propagation trade-off loop. These effects differ as antenna size,
height, diversity distance, etc., vary.

IV.2 Maximum Limit of Bit Rate

As high-speed switching electronics and computer software technology advance,
system engineers will continue their push of higher bit rate transmission. While
the 140 Mbit/s rate is the fastest for practical digital communications for the pre-
sent radio and microwave systems, there is no reason to assume a rate that is 10
time higher can not be achieved in 5 years. As such, the coherent bandwidth of the
medium, which has never been a concern in propagation studies, become an issue.
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In designing futare high-speed digital communications systems for trunk appli-

cations, it is expected that propagation studies will involve a trade-off between

atmospheric/ionospheric coherent bandwidth and the transmission bit rate. For UHF

to C band satellite communications system, Faraday rotation and its v3riations will

be key factors to be quantized. Foz higher frequencies, bandwidth dispersion during

preclpitation and clear air turbulence events due to refractive-index irregularities

with scale sizes comparable to Fresnel size become critical.

IV.3 Link Availability

Prior to the satellite communications era, Global HF communications at an

availability of 50% of time is considered as typical. Current link availability for

international commercial trunk sacellite communications at 99.99% is considered as

standard. And as computer-to-computer communications become increasingly important,
higher availability beyond 99.999% is required. As such, simultaneous occurrence of

propagation degradations of different physical origins, which has rarely been ad-

dressed by the propagationists, become significant for high availability communica-

tions link assessment.

As an example, we cite a recent paper by Fang and Allnutt (1987] studying the

simultaneous occurrence of ionospheric scintillation and rain fading. Ionospheric

scintillation and rain fading are two impairments of completely different physical

origin. For C-band earth stations in equatorial regions at years of high sunspot
number, the simultaneous occurrence may have an annual percentage time that is sig-

nificant to system design. Based on the analysis of 17-month, 4 GHz satellite sig-

nal data starting from October 1980 at Djutiluhar earth station in Indonesia, the

cumulative simultaneous occurrence time was about 0.06% annually.

Furthermore, Fang and Allnutt reported that the simultaneous events have signa-

tures that are often vastly different from that when only a single impairment, ei-

ther scintillation or rain alone, is present. While ionospheric scintillation alone

is not a depolarization phenomenon, and rain fading alone is not a signal fluctua-

tion phenomenon, the simultaneous events produce a significant amount of signal

fluctuations in cross-polarization channel.

In anticipation of the coming era of Integrated Services Digital Network

(ISDN), no communications engineers would doubt that satellite systems shall have a

role to play in ISDN, particularly in areas of in, _rnational/domestic connections.

The question is, rather, on how significant the role shall be, which is solely de-

pendent on the performance capability of the satellite system. Under the current

ISDN concept as defined by CCITT study group XVIII[5], the bit-error-rate (BER)

allocation for a Fixed Satellited Service (FSS) transmitting 64 kb/s digital mes-

sages over a Hypothetical Reference Digital Path (HRDP) can be summarized as

(1) BER < 10-6 for more than 98% of any month in one minute interval,

(2A BER < 10-3 for more than 99.97% of any mouth in one second interval, and

(3) Error Free time exceeding 98.4% of any month in one second interval.

These allocations are extremely stringent a from satellite communications viewpoint.

Because of the random behavior of the atmospheric propagations channels, satellite

systems may have difficulty in meeting these allocation requirements at a number of

earth stations.

To assess the ISDN implications on satellite systems, one has obviously to take

account of all foreseeable error-inducing propagation mechanisms, not being limited

by a singularly designated propagation anomaly. This "taking account of all fore-

seeable error-producing propagation mechanisms" is important. It is a concept in

contrast to that of conventional approaches of being "parametric" in the sense of

isolating propagation mechanisms as separate non-overlapping mechanisms.
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IV.4 Small Terminal Considerations

The statement of high bit rate transmission beyond 140 Mbit/s given in Section
IV.2 and high availability beyond 99.99% given in Section IV.3 only provides one
side for modern digital communications system. The other side is the low bit rate-
small antenna-low power-infrequent transmission digital system, which is also on the
rise. Two typical examples are the VSAT (Very Small Aperture Terminal) system and
the MSAT system, i.e., ultra small aperture terminal mobile communications system.

For the VSAT system [6], the typical antenna size is below 2 meter with an SSPA
of smaller than 2 watt transmitting BPSK signals of less than 2400 bit/s among a
burst rate of 56 Kbit/s to satellite. One may think such a system is extremely
prune to propagation degradations. While this is true, propagation degradation does
not become the limiting factor of system design. Rather, the degradation trade-off
involve interference, traffic collision, access techniques, etc., in addition to
propagations.

Needless to say, coding will play an important role in extenting the system
performance under propagation degradations. This is particularly true for land and
maritime mobile communications system where the surface and atmospherit multipath
effects are severe and highly random. Generally speaking, the degradation consists
of frequent shallow fadings of 2 to 3 dB and an occasional, sometimes periodic, deep
fadings of 6 to 10 dB [7]. Several parameters are of primary importance: the number
of bits in deep fade duration, nl, and the number of bits in shallow fade duration,
n2, both of which are related to channel data rate and the dynamics of propagation
anomalies. The fundamental coding approach is to use FEC (Forward Error Correction)
coding with interleave. The purpose of interleaving and de-interleaving is to alter
the channel statistics such that the channel appears random to the decoder.

Depending upon whether block coding or convolutional coding is used, the inter-
leaving technique may differ. The block coding case is discussed first. Assuming
that the deep fade and the shallow fade durations are constant and periodic, a total
of nI + n2 bits should be interleaved so that the n, bits transmitted during the
deep fade duration are totally scrambled throughout the entire period before enter-
ing the decoder. The period consists of (nI + n2 )/n blocks, with n being the block
size. there will be about nln/(n i. n2 ) bits from the deep fade region. If nln/(n1
+ n2 ) < 1, some blocks will have no bits which are transmitted during the deep fade
duration. The buffer required is approximately n1 + n2 , and can be reduced to ap-
proximately nln if n1n < (n1 + n2 ). A reasonable, but not optimal, performance can
be achieved without total scrambling by allowing certain blocks to have more than
nln(n I + n2 ) bits from the deep fade interval, while some other blocks have zero
bits. This can effectively reduce the buffer size. If the maximum number of bits
from the interval in block is still less than the minimum distance of the code, the
error correcting capability of the code should be able to correct the errors from
the deep fade interval. Therefore, the minimum buffer requirement in this case is
nln/d, where d is the minimum distance of the code.

For the convolutional codes, optimal performance can be achieved if one bit
from the deep fade interval is observed each time a decoder makes a bit decision.
For convolutional code with convolutional interleaving and threshold decoding, the
constraint length of the code, k, is analogous to the block size, n, in block code;
therefore, the buffer size for optimal performance is n1k.

In order to combat the infrequent deep fade scenario more effectively, a con-
catenated coding scheme may appear attractive. The scheme uses a good random error
correcting code as the inner code to ensure that bits transmitted during the shallow
fade can be received extremely reliably. The inner code is concatenated with a
Reed-Solomon code whose block length is about the same as n, + n2 , with more parity
check bits than n1 . An energy detector may be used to determine the beginning and
end of deep fade. Bits received in the interval are deleted. If the data transmit-
ted during nondeep fade intervals are decoded reliably, the cyclic property of the
Reed-Solomon code may be used to reconstruct the data lost in the deep fade interval
by reencoding the data received during the nondeep fade interval. Since Reed-Solo-
mon codes are maximum distance separable, the effective throughput of the channel is
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n2/(n I + n2 ) of the nominal channel throughput. This is equivalent to transmit data
only during the nondeep fade intervals. Since the transmit side cannot determine a
priori when the receive side may experience deep fade and bursts its transmission
accordingly, the Reed-Solomon outer code provides a simple solution.

V. Conclusion

In order to make the results useful to digital communications applications, we
believe the approach of propagation research has to incorporate system specific
considerations. This of course does not mean that a propagationist has to have a
complete system description every time he or she undertakes a scattering or diffrac-
tion calculations. Rather, it is suggested that the propagation calculation has to
be such that the results are part of a module for system impact assessment for
various system. Our view is that the propagation trade-off loop as described in
Figure 6 will involve at least the following four modules:

* Basic System Module - Which describes antenna, G/T, pointing, power, location,

elevation angle, and other basic transmitter/receiver parameters. The module
will specify the fundamental service requirement and the basic definition of the
link of concern.

* Propagation Module - Which describes the propagation effects. This module will

include static descriptions as well as stochastic descriptions at spatial and
temporal scales that are critical to the link. The description shall provide

parameters that are readily useful for system impact assessment.

* Modulation and Coding Module - Which provides R, BER, throughput conditions that

are required for system specific evaluation under known propagation anomalies.

* Optimization Module - Which provides options of adaptive measures for mitiga-

tion in a propagation environment. Examples include automatic power control,
diversity equalization, polarization compensation, antenna side-lobe nulling,
pilot monitoring, and switching, etc.

We believe in the coming ISDN era, propagation research must be aimed for the
establishment of the Propagation Module, which is part of the other modules for
propagation trade-off evaluations. Such a new approach in propagation study is an
important one in the striving for excellence of radio/microwave communications sys-
tems in facing the ever-increasing intrusion of optical fiber communications
systems.
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Round Table Discussion
Propagation Effects and Circuit Performance

of Military Radio Systems
with particular emphasis on those employing Band Spreading

J.S. Belrose (CA) opened the discussion by introducing those at the Table, C. Goutelard
(FR), Co-Chairman, with : :mself, of the Technical Programme Committee, and M. Darnell
(UK), who was author/co author of several papers presented during the meeting. He called
attention to the fact that a Round Table Discussion was a part of AGARD Symposia/Specialists'
Meetings. The procedure was that those around the table began the discussion, by commenting
briefly on the session they chaired, or on the topic area in which they had a special interest.
Their remarks were expected to, in particular, to high-light areas where additional work, a
better understanding or more detailed measurements were required. The comments should be
somewhat controversial or pose questions so as to stimulate discussion from the Floor. The
objective was to give some direction as to where we are going, and to suggest new avenues for
propagation research. He noted that he had said propagation research, because that was the
mandate of the Electromagnetic Propagation Panel. However, an emphasis in recent years
was on circuit performance in the radio propagation environment, which included radio noise,
radio interference, and the performance of antennas in their operational environments. With
these few remarks he gave the Floor to Prof. Goutelard.

C. Goutelard (FR) noted that he had followed with a great deal of interest the various subjects
dealt with during the session he chaired. The session began by two introductory papers. One by
Col. F.H. Evangelist, USAF who addressed the general problem of the military requirement for
voice and data communications. The overview paper by J.S. Belrose reviewed very completely
work done in Canada relevant to the theme of the symposium, in the field of radio propagation and
communications technologies research. These kick-off papers were followed by a series of more
specific presentations. Three were concerned with the high frequency ionospheric channel. M.
Darnell (UK) spoke first, and then J.E. Hoffmeyer (US). Y. Le Roux (FR) was the third
speaker on the subject. This was followed by a series of presentations on VHF/UHF propagation,
particularly concerned with mobile propagation. More specifically R.W. Lorenz (GE) and J.
Citerne (FR) talked about measurements in the rural/urban area at 900 MHz, and H. Lakey
(US) dealt with the special problem of propagation through forests. M. Silvain (FR) talked
about propagation at a much higher frequency 11 GHz. He noted that it was clear that mobile radio
communications is an area of strong current interest.

The next paper by K. Watson (UK) was concerned with meteor burst communications (MBC),
specifically with modelling the characteristics of the channel (by simulation). The last paper by
K.S. Ko (NE) addressed measurements of radio noise made in a battlefield environment.

By way of additional comment on the presentations C. Goutelard noted that the HF channel (an area
in which he has a specific interest) is a dynamically varying channel. It has all the defects that
are encountered with other channels, e.g. the mobile radio channel, as well as other defects. It is a
is a non stationary anisotropic channel. He noted again the emphasis on mobile radio propagation,
particularly in the urban environment, where modelling is very complicated. He commented that
there had been no papers on noise, which is a very complex problem, since the signal-to-noise
ratio is a fundamental parameter relevant to the performance of a communications system
(editor's note: the Effects of Electromagnetic Noise and Interference on the performance of
Military Radio Communication Systems was a subject that had been addressed at a recent
AGARD/EPP symposium, held in Lisbon, in 1987, ref. AGARD CP 420).

In conclusion C. Goutelard noted that in thinking about the subject area three themes, or three
types of questions came to mind: 1) concerning characterization of the chanral one needed
measurements, measured data; and some new data were presented during the symposium. Are
present measurements sufficient? For example in the land mobile band, in the urban
environment, where previously we had only a few measurements, we now have some data. Do we
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have enough data to characterize the channel? If not what kind of measurements do ,e need? And,
what are we going to do with the results that have been measured? We can quesiion some of the
results, we can ask questions to specify or to clarify the presentations given, and we can ask what
sort of work is needed in that area? Once we ha%,e done with measurement we have to construct
models, or design models, and there agaii we are faced with a number of questions Several models
nave been pr anted, very sophisticated models in some cases. In this regard he noted that he was
rather astonished by the apparent agreement between calculation, simulation and experiment that
J.E. Hoffmeyer (US) had found. Why was there such a good agreement? Models are usefu!,
yes, but their use could be dangerous. Models are built on a basis of measurement, and iT
measurements are incomplete the model will remain incomplete. The same is true for imu':aiors.
If the simulator was designed to take into acccunt pertinent characteristics for channels of
interest, the simulation can give very good results. If it has not been designed for the objective or
purpose the results obtained may not be of sufficient detail to be useful.

M. Darnell (UK, .poke next. He noted that what he did not propose to do was to go through the
papers in the session one by one and comment on them. Instead he would try and pick out major
themes, and then he would address briefly four areas which paiticularly struck him as areas
requiring more attention, or perhaps in some cases a rethink of our attitudes in terms of system
design. The main topics covered in Session Two, which was concerned with New Approaches to
Communications System Design, were. system design and control methodologies, the integration of
real time channel evaluation informa t ion, voice processing, spectrum spreading techniques (both
frequency hopping and direct sequence), multiple access techniques; error control both in terms
of basic algorithms and also implementation practice; synchroni;_ation; and the problems of
countering interference practically. He noted that one of the things that struck him as being very
important was a remark made by Colonei Evangelist in his key note talk the first day, when he
said that he thought that the emphasis now in terms of NATO communications requirements ought
to be on the reduction of data to be transmitted. Clearly this is a remarkable change in philosophy.
In earlier years the emphasis in the Mi:itary had been on the provision of facilities to transfer
more-and-more data more-and-more efficiently. Now we are told by an operational
officer that in fact the emphasis ought to be on the reduction of data to be transmitted, or at least
heavy filtering of the data to be transmitted over radio communications channels. This represents
quite a radical change in attitude which if implemented would certainly impact communications
system design. The remark made makes sense, since the more-and-more data one transmits, the
more-and-more vulnerable the communication systems become, in very general terms. In this
context, M. Darnell noted, it is perhaps significant that only one paper addressed the subject of
data compression, or information compression, and that paper by L. Boucher (CA) was
concerned with frequency compression of the voice signa,, that is bandwidth reduction, rather
than minimization of the input data rate to the communications system.

A second pc .t was concerned with the area of the complexity of modern communications system
design. There is still in the communications community a general resistance to complexity,
because of the concern that complexity may lead to unreliability, or to systems that are difficult to
control. However, it is complexity that opens the door to the realization of performance
improvement. A good illustration of this was the Thompson CSF paper on the Reed Sullivan BCH
t.oding system. The integrated circuits, the chips required for that system are rather complex
devices, yet they can be fabricated and implemented in a reasonably economical manner. Digital
signal processing is opening up new frontiers in the design of communication systems.

The third area was that of synchronizatic which has become a topic on its own as communication
systems change from analogue to dig We need to think/look at all possible methods of
abstracting synchronization data from the elements of the communications system, demodulators,
decoders, and etc., and put these together to improve the overall synchronization characteristics of
the communications system.

In conclusion, M. Darnell continued, that the fourth area related to some of the comments that
Professor Goutelard has just made, and that was the whole area of characterization of channels,
both off-line and on-line channels. Here we are always requiring better data bases for off-line
models, and better techniques for channel evaluation for on line characterization. The objective
is to improve the performance of real communication systems in their operational environments.
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There is too much attention given to operation in the ideal channel, that is thinking of
performance in terms of the Shannon limit and gaussian white noise. D. Fang (US) pointed out
some of the problems with that approach in his paper. The Shannon limit makers certain
assumptions about the nature of the communication channel, it makes certain assumption about the
chanriel bandwidth profile, about the distribution of signal and noise energy within the channel,
and so on. Also one tends to think of modulation and coding schemes in terms of a ranking in a
gaussian white noise environment. "That ranking order may well not be applicable, in fact it may
be that a quite diflerent ranking order is needed when we have non-gaussian noise. We need to
characterize both radio propagation and radio noise and interference, with particular emphasis on
interference in order to make sensible decisions about the type of communication system we
should adopt for use in particular signal environments. So the final area then is the whole
business of better characterization of the channel, including propagation, noise and interference.

J.S. Belrose (CA) commented on the session he chaired, System Performance. In that session
various authors had briefly addressed a variety of subjects ranging from HF to EHF, terrestrial as
well as satellite systems. He noted that the paper on packet radio had attracted quite a lot of
attention. Clearly if packet radio in a military environment is going to be looked at in the detail it
deserves, model studies should be more realistic. For example the propagation model should be
based on a digital terrain profile. Interference which is a major concern for frequency hop radio
needs to be realistically studied, and noise models should better relate to real battlefield scenarios.

Concerning meteor burst communications, he wondered whether new approachs were needed. A
basic problem particularly at the higher frequencies was through-put. P. Cannon (UK) had
remarked that while overdense trails were n very frequent, they were an important
consideration. Fading and multi-path was a problem for the longer duration trails. Perhaps what
was needed was an adaptable variable rate communications system, employing spread spectrum to
overcome the multi-path problem. Multi-path was a particular problem for MBC systems
operating in the high latitude region, for transauroral paths, since off path reflections from field
aligned irregularities (he noted that he was referring to early Canadian work) frequently
severely limits the data rate that could be used.

He noted that the text for the theme of the meeting stated: "the importance of understanding radio
wave propagation increases as communications systems become more complex;" and that "the
flexibility offered by software implementation makes them ideal vehicles to realize and optimize
new approaches. But these realizations can only be achieved by the communications engineer if
those conducting propagation research keep pace with the increasing more detailed knowledge
needed to specify, and quantify the channel characteristics." These are good motherhood
statements, made by those doing propagation research, but what new knowledge on the
characteristics of the channel is needed by those designing new sophisticated communications
systems? Certainly we heard at this meeting papers by communications engineers on the design of
new modems, that employed sophisticated signal processing to combat errors introduced by the
propagation environment, but except for acknowledging that multi-path was a problem, channel
modelling or the use of channel models was not a part of the design. In fact the trend seemed to be
to design systems that would work in-spite-of the limitations of the channel. This subject will be
specifically addressed at our meeting next spring, in San Diego, CA. Perhaps in the mobile radio
area we have the closest ties between those conducting propagation research and those designing
communications systems, but even here we need to improve these ties.

Finally J.S. Belrose noted that he would comment on one topic which he felt needed to be better
addressed. This topic related to an emphasis of the meeting which was supposed to specifically
address systems employing frequency spreading. There are two kinds of systems employing
frequency spreading: frequency hoppers and direct sequence spread spectrum. Both are used for
secure communications. For frequency hoppers there is a problem with collisions, that is two
signals trying to occupy the same channel at the same time. Spread spectrum systems,
particularly in-band spread spectrums, have seen some application for overcoming multi-path.
Wide band spread spectrum systems provide not only this immunity, but can enhance the low
probability of intercept; i.e. when the transmitter power is spread out over a very wide band the
signal effectively disappears into the noise and interference background. In this case we need to
know how many signals can in effect be piled on top of each other before the multiplicity of
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systems start to degrade themselves. This topic was raised at our Lisbon meeting, about a year
ago, but no clear picture has so far emerged. He noted that some people seem to consider that these
two types of systems are synonymous, but that in his view there are clear differences.

Concerning the performance of radio communication systems, he noted that in his overview paper
he had specifically addressed the use of channel simulators for such studies of performance
evaluation, and that sitting with him at the round table Prof. Goutelard had specifically
commented on HF channel simulators. He noted that one type of simulator that did not depend on
having a detailed knowledge of the channel was a recorder type simulator. One could envisage
having a library of such recordings to characterize a wide range of ionospheric propagation
conditions; for example, recordings made over equatorial paths; mid-latitude paths; high latitude
paths, particularly trans-auroral zone paths; short paths, and long paths; and recordings made at
times of severe doppler shift, doppler broadining and signal fading. The recorder type channel
simulator could then be used to optimize system performance for the propagation conditions
characteristic of paths where it would be used.

With these concluding remarks he asked for discussion from the floor.

R. Bultitude (CA): Each one of you has asked the question whether we need to collect more data
and what do we do with it, if we get it? This is a very important topic. I have not seen very many
propagation reports where the authors have actually explained in their paper how propagation
information should be used to predict system performance, and indeed except for channels that do
not severely distort the signal I don't think anybody knows exactly how to make such predictions.
There should be much more effort in this direction, and when predictions are made there is great
deal of work to be done to verify the predictions. As Dr. Fang has mentioned we should be able to
work with the systems engineer and tell him if for example we give him five parameters he can
expect to be able to predict the performance of his digital communications system when
transmitted through a certain type of propagation channel.

P. Mundy (UK): Concerning the subject of how much propagation research do we need and how
do we use the results, this is a very big topic. Perhaps I can give one example, during the course
of the recent development of a particular system, where a large number of organizations decided to
get involved. What basically happened was perhaps summed up by Dr. Fang's last graph, where he
showed the interaction between ihe system designers and the propagation researchers. Each
organization did their own propagation research and their own system design, simultaneously with
often the same team of engineers. While there was a fair degree of duplication of effort, and a
large expenditure of resources on research, the end result was I think worth the effort, although
only time will tell. The interaction between the system designer and the propagation researcher
was the key to a successful system development.

C. Goutelard (FR): I would like to say that I fully agree with what you have just said, and also
with what Dr. Bultitude said. However, there is clearly a problem with the co-ordination of
research and development effort. In my own personal experience I am often called upon to give my
opinion, on for example coding. But the engineers come to see me only after they have already
developed the communications system and field trialed it. During the field trial they have
observed that uider certain circumstances the system did not work very well; there were too
many errors. But they came to see me as one would see a doctor, with the hope that by using an
error correcting code, for example, one can cure the problem. But it is too late to see the doctor at
the time the patient is about to die. You must go to the doctor before. We can extend this notion.
There are three types of people that have to interact: First, there are the radio physics
specialists. They have the wide expertise concerning electromagnetic propagation phenomena.
Next, there are the theoreticians. They are given data and thby try to fit the data to formula, very
clever formula that summarize and quantify everything. And then there are the design engineers,
who have to design, deve!op and put together a system which must have a minimum of complexity
for a given requirement. This is what Prof. Darnell was saying. But for t given operational
complexity the technology complexity should be a minimum. These three types of
physicists/engineers have to work together. But this is difficult, because within a company this
type of co-ordination does not always happen, even within the same department of a company.
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Finally I would like to ask a question about meteor burst communications. Have any studies been
made to measure the reciprocity of the channel, because this is a very important factor for the
development of such systems?

P. Cannon (UK): No, I do not know of any studies that have been made to specifically measure
channel reciprocity. There are however a few comments that can be made, based on current
knowledge. First, of course, the noise levels at the two sites may be different. Secondly, the
transmission path is generally assumed to be a coherent path of wide bandwidth. But for the
meteor trails of longer duration, longer than -say- 1/2-second, Raleigh fading sets in; and so one
can say that reciprocity will not exist, and that perhaps diversity would provide a means of
increasing through put.

I would like to come back to an earlier comment made by Dr. Belrose concerning the need for high
data rates, and the development of adaptive data rate systems. One problem with developing higher
data rate systems is that the channel model has to be good for the development of better algorithms.
The use of simple models that, for example, assume simply overdense trails, or underdense trails
is inadequate. This is where off-air simulators are very useful for control simulators. It is very
difficult to produce a deterministic meteor burst model.

J. S. Belrose (CA): I was referring more to the need for a real time channel evaluation in
association with meteor burst systems, rather than to an improvement of models.

P. Cannon (UK): Yes, but I thought you made both comments. With regard to real time channel
evaluation, that sort of idea is being pursued both in-the UK and in the USA. One problem of course
with high data rates is the need for wider bandwidths, and I think that scientists/engineers are
well aware of the problems of frequency allocations. This is a problem with the present low
power MBC systems, and it will be more of a problem if high power MBC systems come into
operational use.

S. Ganguly (US): Have frequencies greater than 100 MHz been used for MBC? And if we
increase the power can we increase the range of MBC systems?

J.S. Belrose (CA): In answer to your first question, yes, in experimental systems operated
(in earlier years) in Canada. But the through put falls off very rapidly for frequencies > 100
MHz. There are two problems. one is that the burst durations are very short, and secondly there
are few such dense trails.

P. Cannon (UK): The USAF Geophysics Laboratory are operating a research MBC system in
Greenland, and they do use frequencies slightly greater than 100 MHz. Radio amateurs have
reported on meteor burst communications using the 2M band radio amateur band (the 144 MHz
band). So there are some measurements/some observations at frequencies above 100 MHz.

S. Ganguly (US): My next comment concerns modelling. The MBC channel has I believe been
fairly adequately modelled. For the ionospheric channel one is able to develop physical models
based on physical parameters. For urban land mobile, why can't one model a city, put it in a
computer and predict the characteristics of the channel?

J. Hoffmeyer (US): I have several comments in response to various remarks made by the
chairmen concerning channel modelling. Firstly, a pertinent question to ask is what additional
information is needed? One area we are looking into that has not been addressed at this meeting is
the need for multipath measurements on land mobile satellite channels. The commonly used
technique to use a channel probe using a PN sequence is not very easily done on a satellite channel.
We have a program at my Institute to make such measurements, using a global positioning satellite
signal; which is using a PN sequence that results in a multi-path delay spread typical of mobile
satellite communications channels. This is in support of the engineers who need such data for the
development of mobile satellite receiving systems, which of course employ very small aperture
antennas.
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A second comment concerns the concept of design for the worst case. While this is something we
want to do idealy, it may not be the optimum design. For example, if one is designing an HF modem
that will never be employed for trans-auroral type of paths, there is do use in using a
sophisticated modem when a simpler design .will do.

Concerning channel simulation, the channel simulator is another area where the propagation
researchers can interact with the systems design engineers. I have a figure in my paper, that I did
not present during my talk, that shows the interaction between the modeler and the communication
system designer. For example one could develop a software model of a channel, say an HF channel
for example, and at the same time develop a hypothetical communication-system, and so synthesize
performance. This approach could be compared with the use of a hardware channel simulator and a
physical real communications system. There are clearly advantages and disadvantages to both
approaches.

AEG (FRG): A comment was made by a scientist/engineer from AEG, a company that is presently
concerned with the development of a packet switched VHF radio system. He noted that comments
made by Drs. Belrose and Darnell were most appropriate. An important problem for circuit
design is to specify the amount of data that should be transmitted. Clearly the less data the better
the network. He noted that he would like to comment on remarks made by Prof. Goutelard
concerning data reduction and data compression. There is a significant difference between these
two operations. Data compression does not degrade the information content, it only degrades the
quality of the reception. Whereas data reduction changes the information resolution. For a
battlefield commander it is very difficult for him to reduce data because of the resolution that is
needed. The degree to which data can be reduced can only be determined by field trial.

A second point, which also affects the definition of a packet switched network, concerns the error
bounds. What error rate can one tolerate? There are at least three levels. The lowest level is the
speech error that one can tolerate, because speech is inherently redundant. The next level is the
error you can tolerate in transmission of digital data, for the situation where the transmission can
be repeated by means of ARQ protocol. The third level concerns the transmission of data over a
link where the requirement is such that you cannot ask for a repeat transmission, like for
instance in the Norwegian network, the PROP packets are not acknowledged, or only indirectly
ackniowledged. Clearly for this latter requirement the error rate must be small. What bounds do
we have? He noted that he was clearly struck by a view graph presented by den Brinker which
tried to set such bounds. For speech, he recalled, the acceptable error rate was something like
10.2; for computer communication 10-6. Clearly this is an area that requires further work.
What bounds can one set for realistic communications requirements?

His third comment concerned realistic simulation. He noted that if you ask the user to give some
parameters his response is "I do not know because it is a new system." One of the most important
parameters is the amount of erlangs that has to be transmitted, because if you know the erlangs
you can define the system If you have a new system no one can define the erlangs you need. So
either you under estimate or over estimate. It is very difficult.

J.S. Belrose (CA): Your points are well taken. At Thompson CSF yesterday we saw a graph
that showed how data rates have dramatically increased with tima. If we project this curve into
the future we rapidly project the curve off the top of the graph. At some point in time we are
going too fast, for radio communications.

P. Cannon (UK): I would like to make comment on what has been said. I agree. I tried in my
remarks to make the distinction between compression that occurs at the input to the system by
virtue of operational procedures, and compression which the system designer has at his control,
for example if the input signal is a voice signal the designer can try and compress that by so much,
to narrow the transmission bandwidth.

What I would advocate, however, is that as operational procedures develop, suppose that one does
develop operational procedures, that result in less data input to the system, by use of message
coding more efficiently, or whatever it may be; clearly the communications system designers
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aught to be in constant dialogue with the users because as we reduce the load to the input of the
system we make our communications systems more effective.

J.S. Belrose (CA): On that note, and looking at the time which is past the allotted time for this
round table discussion, we should conclude. Let me end the discussion in a somewhat humorous
vane, perhaps somewhat facetious, I am no expert on the subject. We have been told during this
meeting, if we say that our technical visit was a part of the meeting, about two methods to
compress the bandwidth of a voice signal. L. Boucher spoke about dynamic windowing in the
frequency domain; and yesterday during our visit to Thompson CSF we were told about, and had
the opportunity to test an 800 Hz LPC (linear predictive code) system. I am biased toward the
former, which is a Canadian developed technology. However my Laboratory has done a great deal of
work on LPC, but wider bandwidth systems (2400 b/s and 4800 b/s data rates). Let me comment
on the Thompson CFS 800 Hz LPC system. I spoke with my colleague Luc Boucher using this
system. Luc was speaking to me in English, but with a French accent, because I do not speak
French. When we switched to the 800 b/s system Luc said "I cannot understand a thing you are
saying." In spite of the fact that he was speaking in English I could understand what he was saying,
so it must have been his accent. Perhaps the code-book was optimized for the French language. If
this is a correct conclusion than this a problem with LPC when pushed to the limit, especially for
NATO, since we will have to have a code-book optimized for each language used by the NATO
nationsll An alternative explanation (note added in proof) is that English speaking people more or
less understand what is said no matter how badly the speaker speaks English or with whatever
accent.

The Chairman thanked all those who had contributed to the discussion.
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